Video Object Detection and Tracking using kalman filter and color histogram-based Matching algorithm
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Abstract:- Video coding is most popular from 1990 starting with video teleconferencing, videophone, videoCD, DTV, HDTV, Multimedia framework, etc. Video compression becomes most important when considering the space requirement, channel width and the requirement of hardware. However, when multiple objects must be tracked simultaneously, significant computation is often introduced in order to handle occlusion and to calculate the appropriate region correspondence between successive frames. In this paper, we propose a new algorithm that considers the confusing situations (i.e. inter-object occlusions and separation) when multiple objects are being tracked. This data provides the information for evaluating the motion detection and tracking systems. We demonstrate our techniques using real-world video data to automatically track humans with both inter-object and scene occlusions. Experiments have demonstrated the method is valid and fast when applied on several videos under confusing situations.
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I. INTRODUCTION

1.1 INTRODUCTION

In computer vision, tracking algorithms have been greatly researched. This is due to the increasing interest in tracking applications together with the development of novel techniques aiming to answer the challenges of real-time tracking. However, despite of the potential advancements, it is still challenging to develop a set of standard approaches that are appropriate for all the applications[1]. The general aim behind tracking is to estimate the target objects in video sequences over an interval. However, issues related to tracking undermine the performance and the efficiency of tracking algorithms. The two fundamental issues are: first, finding the spatial location of target object; second, variations in light and noise due to camera. Further issues may arise when real-time complexities are considered for example, inter-object occlusion and separation. Due to these issues, the contextual information of moving object is lost which results in uncertainty during tracking[2,3].

In this paper, we present a new algorithm that considers the confusing situations (i.e. inter-object occlusions and separation) when multiple objects are being tracked. The two approaches are integrated here: first, feature-guided tracking is carried out by modifying the conventional HI technique; whereas, in the second approach, Kalman filter is used for tracking moving objects[4].

1.2 GENERAL TRACING SYSTEM

An overview of general tracking system is shown Fig.1.1. This illustration depicts the behavior of the moving objects in real-time where the confusing situations are observed in different intervals, such as inter-object occlusion or separation.

Fig. 1.1: Inter-object occlusion and separation in the moving objects
Kalman filters are based on linear dynamical systems discretized in the time domain. They are modeled on a Markov chain built on linear operators perturbed by Gaussian noise[5]. The state of the system is represented as a vector of real numbers. At each discrete time increment, a linear operator is applied to the state to generate the new state, with some noise mixed in, and optionally some information from the controls on the system if they are known. Then, another linear operator mixed with more noise generates the observed outputs from the true (“hidden”) state. The Kalman filter may be regarded as analogous to the hidden Markov model, with the key difference that the hidden state variables take values in a continuous space (as opposed to a discrete state space as in the hidden Markov model). Additionally, the hidden Markov model can represent an arbitrary distribution for the next value of the state variables, in contrast to the Gaussian noise model that is used for the Kalman filter. There is a strong duality between the equations of the Kalman Filter and those of the hidden Markov model. A review of this and other models is given in Roweis and Ghahramani (1999)[6,7-8].

II. EXISTING SYSTEM FOR TRACKING

2.1 INTRODUCTION

Moving object detection in a video is the process of identifying different object regions which are moving with respect to the background. More specifically, moving object detection in a video is the process of identifying those objects in the video whose movements will create a dynamic variation in the scene. This can be achieved by two different ways:

1) Motion detection/ change detection, and
2) Motion estimation.

2.2 EXISTING MODEL

Change or motion detection is the process of identifying changed and unchanged regions from the extracted video image frames when the camera is fixed and the objects are moving. For motion estimation, we compute the motion vectors to estimate the positions of the moving objects from frame to frame. In case of motion estimation, both the objects and the camera may move. After detecting the moving objects from the image frames, it is required to track them. Tracking of a moving object from a video sequence helps in finding the velocity, acceleration, and position of it at different instants of time. In visual surveillance, sometimes it may be required to obtain the speed/velocity of a moving vehicle so as to keep an eye on the movement of a particular vehicle[9]. Moving object detection by the process of motion/change detection is again restricted by the requirement of a reference frame (where the object is not present). This can be accomplished by the use of intensity difference based motion detection algorithm (where objects may move slow or fast).

In the absence of a reference frame, if there is a substantial amount of movement of an object from one frame to another, the object can be tracked exactly by generating a reference frame. However, for those cases where the reference frames are not available and:

1) The objects in the scene do not have a substantial amount of movement from frame to frame, or
2) The objects in a given scene move and stop for some time and move further, identification of moving objects becomes difficult with temporal segmentation.

A robust video image segmentation algorithm is essential to solve these problems. Watershed algorithm (a region based approach) is a famous approach in this context. A computationally efficient watershed based spatial segmentation approach was proposed by Salzember. They used spatial segmentation and temporal segmentation to detect object boundaries. However, this method produced over segmented results and hence could not detect the objects satisfactorily. Different stochastic model based approaches are available in the literature and they provide better results. MRF model, because of its attribute to model spatial dependency, is proved to be a better model for image segmentation. MRF models and Hidden MRF models have also been used for moving object detection for the last two decades. Since in a video, spatial and temporal coherence is there, MRF model is shown to be a better resistance[10]. An early work on MRF based object detection scheme was proposed by Hinds. In order to obtain a smooth transition of segmentation results from frame to frame, temporal constraints was introduced. They had adhered to a multi-resolution approach to reduce the computational.

2.3 LIMITATIONS OF EXISTING SYSTEMS

All the above said methods are constrained to assume the availability of the reference frame. These methods fail to segment the targets in the absence of reference frame and also fail when temporal changes in between the frames are not substantial.

All the MRF model based approaches discussed so far were used for video object detection along with spatial segmentation, whereas combination of spatial segmentation along with temporal segmentation proved to be a better choice of detecting moving objects[11].
III. PROPOSED SYSTEM

In this paper we have performed detection and tracking of video objects in two different domains: 1) Tracking object using Kalman filter; 2) Color histogram-based matching.

3.1 INTRODUCTION

The Kalman filter is a set of mathematical equations that provides an efficient computational (recursive) means to estimate the state of a process, in a way that minimizes the mean of the squared error. The filter is very powerful in several aspects: it supports estimations of past, present, and even future states, and it can do so even when the precise nature of the modeled system is unknown [12]. The Kalman filter is a recursive estimator. This means that only the estimated state from the previous time step and the current measurement are needed to compute the estimate for the current state. In contrast to batch estimation techniques, no history of observations and/or estimates is required. In what follows, the notation $X_n|m$ represents the estimate of $X$ at time $n$ given observations up to, and including at time $m$. The state of the filter is represented by two variables: $\hat{X}_k|k$, the a posteriori state estimate at time $k$ given observations up to and including at time $k$; $P_k|k$, the a posteriori error covariance matrix (a measure of the estimated accuracy of the state estimate) [13].

The Kalman filter has two distinct phases: Predict and Update. The predict phase uses the state estimate from the previous time step to produce an estimate of the state at the current time step. This predicted state estimate is also known as the a priori state estimate because, although it is an estimate of the state at the current time step, it does not include observation information from the current time step. In the update phase, the current a priori prediction is combined with current observation information to refine the state estimate. This improved estimate is termed the a posteriori state estimate [6,7,8].

PREDICT

Predicted (a priori) state

$X_{k|k-1} = F_k X_{k-1} + B_k u_k$  \hspace{1cm} (1)

Predicted (a priori) estimate covariance

$P_{k|k-1} = F_k P_{k-1|k-1} F_k^T + Q_k$  \hspace{1cm} (2)

UPDATE

Innovation or measurement residual

$\tilde{y}_k = y_k - H_k X_{k|k-1}$  \hspace{1cm} (3)

Innovation (or residual) covariance

$S_k = H_k P_{k|k-1} H_k^T + R_k$  \hspace{1cm} (4)

The formula for the updated estimate covariance above is only valid for the optimal Kalman gain. Usage of other gain values requires a more complex formula found in the derivations section [6,7,14].

3.2 INVARIANTS

If the model is accurate, and the values for $X^0|0$ and $P^0|0$ accurately reflect the distribution of the initial state values, then the following invariants are preserved: (all estimates have mean error zero)

$E[X^k - X^0 \mid k] = E[X^k - X^0 \mid k - 1] = 0$  \hspace{1cm} (5)

$E[Y - k] = 0$  \hspace{1cm} (6)

Where, $E[\xi]$ is the expected value of $\xi$, and covariance matrices accurately reflect the covariance of estimates

$P_{k|k} = \text{cov}(X_k, X_{k|k})$  \hspace{1cm} (7)

$P_{k|k-1} = \text{cov}(X_k, X_{k|k-1})$  \hspace{1cm} (8)

$S_k = \text{cov}(\tilde{y}_k)$  \hspace{1cm} (9)

3.3 EXTENDED KALMAN FILTER

In the extended Kalman filter, (EKF) the state transition and observation models need not be linear functions of the state but may instead be (differentiable) functions.

$X_k = f(X_{k-1}, u_{k-1}, w_k)$  \hspace{1cm} (10)

$Z_k = h(X_k) + v_k$  \hspace{1cm} (11)

The function $f$ can be used to compute the predicted state from the previous estimate and similarly the function $h$ can be used to compute the predicted measurement from the predicted state. However, $f$ and $h$ cannot be applied to the covariance directly. Instead a matrix of partial derivatives (the Jacobian) is computed. At each time step the Jacobian is evaluated with current predicted states. These matrices can be used in the Kalman filter equations. This process essentially linearizes the non-linear function around the current estimate.
Use the Measurement matrix source parameter to specify how to enter the measurement matrix values. If you select Specify via dialog, the Measurement matrix parameter appears in the dialog box. If you select Input port <H>, the H port appears on the block. Use this port to specify your measurement matrix[4,5-6]. Fig 2.8(b) shows how well the Kalman Filter was able to estimate the position, in spite of the large measurement noise.

![Kalman Filter Performance](image)

**Fig.3.1:** Performance of kalman filter

### 3.4 TRACKING WITH KALMAN FILTERS

Kalman filter recursively estimates the state of target object; hence in tracking it is a useful technique which predicts the states of the moving objects. In the original paper, a recursive solution for linear optimal filtering is proposed by R.E. Kalman in 1960. Since then, an extensive research has been done in various domains such as in navigation systems. Thus, a wide range of literature is available on this subject. But, here we are limiting our review to Kalman filtering for multi-object tracking. [15]. Nguyen used Kalman filter in distributed tracking system for tracking multiple moving people in a room using multiple cameras, whereas Chang used both Bayesian network and Kalman filtering to solve the correspondence problem between multiple objects. In a video surveillance system is proposed where detection, recognition and tracking of object is carried out. However, multiple objects are tracked by using the c-constant velocity Kalman algorithm. The performance of the approach is dependent on the proposed detection and recognition algorithms. In another work, vector Kalman is proposed for tracking objects. In this paper, separate methods for occlusion and merge are applied to handle the confusing situations. Further states of the corresponding moving objects are searched using spiral searching prior to tracking.

More recently Czyzewski and Dalka used Kalman filter with RGB color-based approach to measure the similarity between moving objects. A threshold is applied to measure the similarity between the detected regions which fails in fully occluded scenarios. Besides, the contextual information of moving objects is lost due to occlusion and separation which results in incorrect correlation. Also, this technique is not suitable under the light variations, fully occluded conditions which affect the object appearance and consequently the histogram[16,17-18].

In this paper, a new CWI-based method is employed with Kalman filter. The implementation contains a manager oriented logical framework which handles confusing states, associates CWI approach with Kalman tracker, and ensure tracking of moving objects during the entire process.

### 3.5 COLOR HISTOGRAM-BASED TRACKING

Feature-based matching requires good description of the objects which can be used under diverse conditions. The commonly used features are shape, color, and temporal (motion) properties[19,20-21]. Each of them has its advantages and disadvantages but the color contains useful information and it is visually perceivable as well. A well-known technique is color-based matching using RGB color histogram. In this approach, color histogram technique is exploited to efficiently match objects through indexing. This approach has been used for various tracking algorithms. However, the robustness is affected under the illumination variation[22,23-36]. Color-based tracking methods can also be combined with other techniques. An algorithm is proposed for tracking objects using both color histogram and particle filtering by Liu. Similarly, Limin used color-based Kalman particle filter algorithm for object tracking. For tracking objects in cluttered environments, a hue-saturation histogram with a particle filter based probabilistic technique is implemented in. Recently, a technique proposed by Jia. For number plate matching of vehicles where Gaussian weights are used to develop the corresponding relationship between the distance of two histograms and their Gaussian relationship. However, the scope of this technique is limited to the selected application. Also, for tracking high resolution images and scenes which contain multiple objects, this technique is not efficient computationally[37,38-41].

The proposed technique in this paper is based on HSV color histogram where the fused color-correlation with HI technique is exploited to guide Kaman tracker under the confusion. The motive is to pro-
pose a novel approach which ensures an efficient and robust tracking with less computational load. The steps in the proposed mechanism are shown in the Figure 2.1.

![Figure 2.1: Proposed tracking Mechanism](image)

**Fig.3.2: Proposed tracking Mechanism**

**IV. WORKFLOW OF OUR APPROACH**

The key action of our tracking algorithm is to associate every Kalman tracker to its respective moving object coming from moving object extraction process. For this purpose, an intelligent CWHI based algorithm is proposed that assists Kalman tracker during each confusion states.

In this approach, each tracker and moving object pair is associated with manager-oriented logical framework which verifies the status of each moving object during tracking using conventional feature-based technique (i.e. area, boundary and center of gravity) and with the proposed CWHI-based technique. Each moving object can have the following status. For example, isNew, isReachAtEnd, is Occluded/ is Occluder, and is Reappear with two integrity constraints (i.e. is Overlap and is Split). The “manager” as a logical controller manages the entire tracking process and assists trackers (i.e., Kalman filter). More precisely, it assists Kalman tracker during tracking even if nonlinear conditions (i.e., inter-object occlusion and separation) occurred. Fig.4.1 illustrates the workflow of the logical framework of the proposed research. The “manager” is responsible for handling the two cases (i.e. inter-object occlusion and separation) with a “normal case” when no confusion is observed. These are:

![Figure 4.1: Workflow of our project is showing the implementation](image)

**Fig.4.1: Workflow of our project is showing the implementation**

**4.1 NORMAL CASE**

In the most ideal situation, there is no inter-object occlusion and separation. This is the simplest and ideal scenario in tracking, where a newly detected moving object “isNew” is assigned a new tracker. When the moving object is reached at “isReachAtEnd”, then both the moving object and the tracker is removed.

**4.2 INTER-OBJECT OCCLUSION**

When moving object (i.e. cars) are overlapped (i.e. temporarily behind another object), the “is Overlap” state is activated. The occluded moving object is tagged as “is occluded” whereas carrier moving object is tagged as “isOccluder”. When “is Overlap” is observed, the multiple trackers refer a group of overlapped moving objects. Thus, for each of the overlapped moving object, tracker associated with it is updated with the parameter measurements of the occluder.

**4.3 INTER-OBJECT SEPARATION**

The last case represents inter-object separation where “isSplit” is active. After separation the normal tracking starts as described in normal case. Ideally, trackers (i.e. one for each separated moving object) should be able to follow their corresponding moving object.
tive moving objects in the sequence by calculating the “measure of similarity”. Based on the “measure of similarity”, a tracker is assigned to its respective moving object under confusions. The result proves that tracking of multiple objects is possible even if non-feasible situation appeared using the proposed intelligent feature-based approach.

V. EXPERIMENTAL RESULTS

The experimental results are presented which shows the good tracking of moving objects under confusions. The performance is satisfactory particularly when the number of moving objects (i.e. cars) is not large and size of the moving object is not too small. The results are presented in Fig.5.1 in which a synthetic video illustrates the sample situation where three cars are moving separately. It is observed that the paths are continuous when no confusion arises. However, errors are noticed in the trajectories when inter-object occlusion and separation is initially observed. It is shown that the inter-object occlusion and separation is occurred during irregular interval of time. Each trajectory of moving object is represented by a different color. The graph in Fig.5.2 shows the result of our proposed algorithm CWHI based approach which represents the data association under confusion, where the matched moving object have the maximum CWHI-weights.
5.1 RESULTS OF MOVING CARS AND GRAPH

The presented work is based on our initial research analysis on multi-object tracking using stochastic tracking and feature-based matching techniques. These results motivate us to further investigate histogram-based matching techniques together with stochastic tracking algorithms. In particular, more distinctive techniques will be exploited such as fuzzy logic or AdaBoost classifier with histogram to handle more complex real-time scenarios. However, the proposed algorithm performs very well on tested videos achieving robust tracking with 97.3% accuracy and 0.07% covariance error.

5.2 ADVANTAGES

- Good tracking of moving objects under confusing situations.
- Time consumption is less.
- Easy to detect the moving objects in crowded areas.

5.3 APPLICATIONS

- This project is used to track many moving objects in crowded areas like temples, banks, shops.
- Our project has been used extensively for data fusion in navigation.
- Our project is also used to track users' heads and limbs in virtual environments.
- This project is used as a practical tool for recognition and development in aerospace applications.

VI. CONCLUSION

In this work, a new approach is proposed for tracking multiple moving object in confusing states (i.e. inter-object occlusion and separation) using Kalman filter and CWHI based algorithm. We exploited Kalman filter with proposed CWHI based algorithm.

Each moving object is assigned an individual Kalman tracker which is assisted by “manager” during the entire tracking process. The proposed approach has shown good performance when applied on several vid-
eos under confusing situations. The proposed algorithm performs very well on tested videos achieving robust tracking with 97.3% accuracy and 0.07% covariance error.
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