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Abstract:–Wireless Sensor Networks (WSNs) are often deployed in hostile environments where an adversary can physically 

capturesome of the nodes, first can reprogram, and then, can replicate them in a large number of clones, easily taking control 

over thenetwork. A few distributed solutions to address this fundamental problem have been recently proposed. However, 

these solutions arenot satisfactory. First, they are energy and memory demanding: A serious drawback for any protocol to be 

used in the WSN-resource-constrainedenvironment. Further, they are vulnerable to the specific adversary models introduced 

in this paper. The contributions ofthis work are threefold. First, we analyze the desirable properties of a distributed 

mechanism for the detection of node replicationattacks. Second, we show that the known solutions for this problem do not 

completely meet our requirements. Third, we propose a newself-healing, Randomized, Efficient, and Distributed (RED) 

protocol for the detection of node replication attacks, and we show that itsatisfies the introduced requirements. Finally, 

extensive simulations show that our protocol is highly efficient in communication,memory, and computation; is much more 

effective than competing solutions in the literature; and is resistant to the new kind of attacksintroduced in this paper, while 

other solutions are not. 

Index Terms:–Wireless sensor networks security, node replication attack detection, distributed protocol, resilience, 

efficiency. 

I. 1 INTRODUCTION 

AWireless Sensor Network (WSN) is a collection of sensors with limited resources that collaborate to achieve a 

common goal. WSNs can be deployed in harsh environments to fulfil both military and civil applications [1]. Due to their 

operating nature, they are often unattended, hence prone to different kinds of novel attacks. For instance, an adversary could 

eavesdrop all network communications; further, an adversary could capture nodes 

acquiring all the information stored therein—sensors are commonly assumed to be not tamper-proof. Therefore, an adversary 

may replicate captured sensors and deploy them in the network to launch a variety of malicious activities. This attack is 

referred to as the clone attack [53], [11], [34]. 

Since a clone has legitimate information (code and cryptographic material), it may participate in the network operations in 

the same way as a non compromised node; hence, cloned nodes can launch a variety of attacks. A few have been described 

in the literature [3], [7]. For instance, a 

clone could create a black hole, initiate a wormhole attack [37] with a collaborating adversary, or inject false data or 

aggregate data in such a way to bias the final result [50]. Further, clones can leak data. 

The threat of a clone attack can be characterized by two main points: 

 A clone is considered totally honest by its  neighbors. In fact, without global countermeasures, honest nodes cannot 

be aware of the fact that they have a clone among their neighbors.  

 To have a large amount of compromised nodes, the adversary does not need to compromise a high number of 

nodes. Indeed, once a single node has been captured and compromised, the main cost of the attack has been sustained. 

Making further clones of the same node can be considered cheap.  

To the best of our knowledge, with the exception of the protocol proposed in [45] and reviewed in the following, 

only centralized or local protocols have been proposed so far to cope with the clone attack. While centralized protocols have 

a single point of failure and high communication cost, local protocols do not detect replicated nodes that are distributed in 

different areas of the network. In this work, we look for a network self-healing mechanism, where nodes autonomously 

identify the presence of clones and exclude them from any further network activity. In particular, this mechanism is designed 

to iterate as a “routine” event: It is designed for continuous iteration without significantly affecting the network 

performances, while achieving high clone detection rate. 

In this paper, we analyze the desirable properties ofdistributed mechanisms for detection of node replicationattack 

[17]. We also analyze the first protocol for distributeddetection, proposed in [45], and show that this protocol is 

notcompletely satisfactory with respect to the above properties.Lastly, inspired by [45], we propose a new 

randomized,efficient, and distributed (RED) protocol for the detection ofnode replication attacks, and we prove that our 

protocoldoes meet all the above cited requirements. We furtherprovide analytical results when RED and its competitor 

facean adversary that selectively drops messages that could leadto clone detection. Finally, extensive simulations of 

REDshow that it is highly efficient as for communications, 

memory, and computations required and shows improvedattack detection probability (even when the adversary isallowed to 

selectively drop messages) when compared toother distributed protocols. 

The remainder of this paper is organized as follows: Nextsection reviews related work; Section 3 shows the threatmodel 

assumed in this paper; Section 4 introduces therequirements a distributed protocol for the detection of theclone attack in 
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wireless sensor networks should meet;Section 5 describes our randomized, efficient, and distributedsolution; and Section 6 

shows some experimentalresults on RED and compares them with the results obtainedin [45] in terms of detection 

probability, memory overhead,and energy overhead. These results confirm that RED 

matches the requirements set in Section 4, is more energy,memory, and computationally efficient, and detects 

nodereplication attacks with higher probability. In Section 7, weanalyze how malicious nodes can affect the 

detectionprotocol performances. Finally, Section 8 presents someconcluding remarks. 

 

II. 2 RELATED WORK 
One of the first solutions for the detection of clone attacksrelies on a centralized Base Station (BS) [33]. In this 

solution,each node sends a list of its neighbors and their locations(that is, the geographical coordinates of each node) to a 

BS.The same node ID in two lists with inconsistent locations will result in a clone detection. Then, the BS revokes theclones. 

This solution has several drawbacks, such as thepresence of a single point of failure (the BS) and highcommunication cost 

due to the large number of messages.Further, nodes close to the BS will be required to routemuch more messages than other 

nodes, hence shorteningtheir operational life. 

Another centralized clone detection protocol has been recently proposed in [6]. This solution assumes that a 

random key predistribution security scheme is implementedin the sensor network. That is, each node is assigned aset of k 

symmetric keys, randomly selected from a largerpool of keys [33]. For the detection, each node constructs acounting Bloom 

filter from the keys it uses for communication.Then, each node sends its own filter to the BS. From allthe reports, the BS 

counts the number of times each key isused in the network. The keys used too often (above athreshold) are considered 

cloned and a corresponding   revocation procedure is raised. 

Other solutions rely on local detection. For example, in[9], [29], [33], [43], a voting mechanism is used within 

aneighborhood to agree on the legitimacy of a given node.However, this kind of a method applied to the problem ofreplica 

detection fails to detect clones that are not within thesame neighborhood. As described in [45], a naive distributedsolution for 

the detection of the node replication attackis Node-To-Network Broadcasting. In this solution, eachnode floods the network 

with a message containing itslocation information and compares the received locationinformation with that of its neighbors. 

If a neighbor 𝑆𝑤  ofnode sa receives a location claim that the same node 𝑆𝑎  is in aposition not coherent with the originally 

detected position ofsa, this will result in a clone detection. However, this methodis very energy-consuming since it requires n 

flooding periteration, where n is the number of nodes in the WSN. 

In the sybil attack [29], [43], a node claims multipleexisting identities stolen from corrupted nodes. Note thatboth 

the sybil and the clone attacks are based on identitytheft,; however the two attacks are independent. The Sybil attack can be 

efficiently addressed with mechanism basedon RSSI [21] or with authentication based on the knowledgeof a fixed key set 

[9], [14], [15], [25], [27]. 

Recent research threads cope with the more general problem of node compromise [19], [51], [47]. 

However,detecting node “misbehavior” via an approach that isrooted on techniques taken from intrusion detectionsystems 

[24] seems to require a higher overhead comparedto clone detection. Indeed, in current solutions, detecting amisbehaving 

node implies observing, storing, and processinga large amount of information. However, whenmobility can be leveraged, 

security can improve incurringjust limited overhead [13]. In particular, some preliminarysolutions start appearing in the 

literature that allow torecover sensor secrecy after node compromising [16], [23],[28], but these solutions do not cope with 

replica attacks. 

To the best of our knowledge, the first not naive, globallyaware, and distributed node replication detection 

solutionappeared in [45]. In particular, two distributed detectionprotocols leveraging emergent properties [36] have 

beenproposed. The first one, Randomized Multicast (RM),distributes node location information to randomly selectednodes. 

The second one, Line-Selected Multicast (LSM), usesthe routing topology of the network to detect replicas. In RM,when a 

node announces (locally broadcasts) its location,each of its neighbors sends (with probabilityp) a digitallysigned copy of the 

location claim to a set of randomlyselected nodes. Assuming that there is a replicated node, ifevery neighbor randomly 

selects 𝑂  𝑛  destinations, with anot negligible probability, at least one node will receive apair of not coherent location 

claims. We will call witness the node that detects the existence of a node in two differentlocations within the same protocol 

run. The RM protocolimplies a high communication cost: Each neighbor has tosend 𝑂  𝑛 messages. To solve this problem, 

the authorspropose the LSM protocol.The LSM protocol is similar to RM, but it introduces aremarkable improvement in 

terms of detection probability.In LSM, when a node announces its location, every neighborfirst locally checks the signature 

of the claim, and then, withprobability p, forwards it to 𝑔 ≥ 1randomly selecteddestination nodes. As an example in Fig. 1, 

node a announcesits location and one of its neighbors, node b, forwards theclaim to node f. A location claim, when traveling 

fromsource to destination, has to pass through several intermediatenodes that form the so-called claim message 

path.Moreover, every node that routes this claim message has tocheck the signature, to store the message, and to check 

thecoherence with the other location claims received within thesame run of the detection protocol. Node replication 

isdetected by the node (if present) on the intersection of twopaths generated by two different node claims carrying the same 

ID and coming from two different nodes. In the 

example shown in Fig. 1,node 𝑎′is a clone of node a (it hasthe same ID of node a). The claim of 𝑎′is forwarded by node cto 

node e. 
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Fig. 1.Example of LSM protocol iteration. 

 

 

 

In the example, node w will then result in theintersection of two paths carrying the claim of ID a comingfrom 

different locations. Node ω, the witness, detects theattack and triggers a revocation procedure. 

In [52], the authors propose two different protocols withthe aim of increasing the detection probability provided 

byLSM. The basic idea is to logically divide the network intocells and to consider all the nodes within a cell as 

possiblewitnesses. In the first proposed protocol, Single DeterministicCell, each node ID is associated with a single cell 

within thenetwork. When the protocol runs, the neighbors of a node aprobabilistically send 𝑎′ s claim to the single 

predeterminedwitness cell for a. Once the first node within that cell receivesthe claim message, the message is flooded to all 

the othernodes within the cell. In the second proposal, Parallel MultipleProbabilistic Cells, the neighbors of a node a 

probabilisticallysend 𝑎′s claim to a subset of the predefined witness cells for a.The proposed solutions show a higher 

detection probabilitycompared to LSM. However, the same predictable mechanismused to increase the detection probability 

can beexploited by the adversary for an attack—compromisingthe witnesses in order to go undetected. In fact, 

thispredictability restricts the number of nodes (and theirgeographic areas) that can act as witnesses. 

Another interesting distributed protocol for replicatednode detection that has recently been proposed is theSET 

protocol [11]. SET leverages the knowledge of a randomvalue broadcast by a BS to perform a detection phase. Inparticular, 

the shared 

 

Table 1 LSM Overheads (𝑛 = 1,000, 𝑟 = 0.1, 𝑎𝑛𝑑 𝑔 = 1) 

 
Memory 

Occupancy 

Sent  

Messages 

Received 

Messages 

Signature 

Check 

Asymptotic 𝑂(𝑔. 𝑝. 𝑑.  𝑛) 𝑂(𝑔. 𝑝. 𝑑.  𝑛) 𝑂(𝑔. 𝑝. 𝑑.  𝑛) 𝑂(𝑔. 𝑝. 𝑑.  𝑛) 

Average(𝑝 = 0.1) 20.33 22.08 49.84 21.08 

Max (𝑝 = 0.1) 197 216 252 223 

Average (𝑝 = 0.05) 9.98 10.98 38.6 10.18 

Max (𝑝 = 0.05) 59 56 92 60 

 

random value is first used to generateindependent clusters and corresponding clusters’ heads.The specific 

clustering protocol used assures that theclusters are, in fact, Exclusive Subset Maximal IndependentSet (ESMIS)—cluster 

heads are called Subset Leaders(SLDRs). Further, within the same protocol iteration usedto generate clusters and SLDRs, 

one or more trees aredefined over the network graph. The nodes of the treecorrespond to the SLDRs. Then, a bottom-up 

aggregationprotocol is run to aggregate the list of nodes belonging to theESMIS. If a node ID is present in two different 

independentsubsets, then the node corresponding to that node ID hasbeen cloned. The mechanism used by the protocol 

preventsa node to escape detection by claiming to be managed froma nonexisting SLDR— messages. However, the main 

problem of this messages. However, the main problem of this ESMIS). protocol isthat the detection protocol itself is honest 

flawed—it and can bemaliciously exploited by the adversary to revoke honest nodes (that is, nodes that are not cloned). 

Indeed, amalicious node acting as an SLDR could declare in itsESMIS the presence of an node, say a, that eventually exists 

in some other part of the network (that is belonging to a different    

 This malicious behavior will lead thenetwork to the “detection” and possibly to the revocation ofhonest node a. Due to the 

possibility of this attack, in thefollowing, we do not consider SET as a benchmark for our protocol. 

In [17], the authors point out the desirable properties aclone detection protocol should meet. As shown in [17], 

theLSM protocol [45] does not meet these properties. Inparticular, in LSM, some nodes have a higher probabilityto act as 

witnesses, so weakening the detection itself. Theattacker can take control of the node that will act as witnesswith highest 

probability. Furthermore, the protocol’s overheadis not evenly distributed among the network nodes. In[18], a randomized, 

efficient, and distributed clone detectionprotocol has been proposed. The simulation resultsreported in [18] show that the 

proposed RED protocol meetsthe desirable properties presented in [17]. 

In this paper, we review the contribution of [18] andfurther thoroughly investigate the feasibility of the 

REDprotocol. The analysis and the further set of simulationspresented show that the RED protocol can be 
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actuallyimplemented in sensor network. Also, it can be continuouslyiterated over the same network, as a self-healing 

mechanism,without significantly affecting the network performance(nodes energy and memory) and the detection protocol 

itself.Furthermore, we investigate the influence of an attackerintervening on message routing both for RED and LSM. 

 

III. THE THREAT MODEL 

We define a simple yet powerful adversary: It can compromisea certain fixed amount of nodes and replicate one 

ormore into multiple copies (the clones). In general, to cope withthis threat, it could be possible to assume that nodes 

aretamper-proof. However, tamper-proof hardware is expensiveand energy demanding [2], [1]. Therefore, consistentlywith a 

large part of the literature, we will assume that thenodes do not have tamper-proof components. The adversarygoal is to 

prevent clones from being detected by the detectionprotocol used in the network. Hence, we assume that theadversary, to 

reach its goal, also tries to subvert the nodesthat will possibly act as witnesses. 

To formalize the adversary model, we introduce thefollowing definition: 

   Definition 3.1. Assume that the goal of the adversary is tosubvert the distributed detection protocol by compromising 

apossibly small subset T of the nodes. The adversary has alreadycompromised a set of nodes W, while N is the initial set 

ofnodes in the network. For every node s, the node appeal 𝑃𝑤𝑖𝑡𝑛𝑒𝑠𝑠 (𝑠) returns the probability that s ∈ N\W is a witness for 

the next run of the protocol. 

  We characterize the adversary by two different points of view: “where” and “how” it operates. As for “where,” the 

adversary can be: 

  1. Localized: The adversary chooses a convex subarea of the network and compromises sensors from that area only. 

  2. Ubiquitous: The adversary compromises sensors 

choosing from the whole network. Intuitively, the localized adversary describes an adversary that needs some time to move 

from one point to another of the network area, while the ubiquitous adversary, during the same time interval, can capture 

nodes regardless of their position. 

   As for the sequence of node capture (that is, “how”), the adversary can be: 

  1. Oblivious: At each step of the attack sequence, the 

next node to be tampered with is chosen randomly among the ones that are yet to be compromised. 

  2. Smart: At each step of the attack sequence, the next node to tamper with is node s, where s maximizes 

𝑃𝑤𝑖𝑡𝑛𝑒𝑠𝑠  𝑠 , s ∈ N\W. 

    Intuitively, the oblivious adversary does not takeadvantage of any information about the detection protocolimplemented. 

Conversely, the smart adversary greedilychooses to compromise the node that maximizes its appealin order to maximize the 

chance that its replicas go undetected. 

 

IV. REQUIREMENTS FOR THE DISTRIBUTED TECTION PROTOCOL 
In this section, we present and justify the requirements thata protocol for clone detection should meet. 

4.1 Witness Distribution 

Amajor issue in designing a protocol to detect clone attacks isthe selection of the witnesses. If the adversary knows 

thefuture witnesses before the detection protocol executes, theadversary could subvert these nodes so that the attackgoes 

undetected. The adversary can, in principle, use anyinformation on the network to foresee probability 𝑃𝑤𝑖𝑡𝑛𝑒𝑠𝑠 (𝑠)for a 

generic node s. Here, we have identified two kinds ofpredictions: 

  ID-based prediction and 

 location-based prediction. 

    We say that a protocol for replica detection is ID-obliviousif the protocol does not provide any information on the IDof the 

sensors that will be the witnesses of the clone attackduring the next protocol run. Similarly, a protocol is area-obliviousif 

probability𝑃𝑤𝑖𝑡𝑛𝑒𝑠𝑠 (𝑠) for everys ∈ 𝑁, does notdepend on the geographical position of node s in the network. Clearly, when 

a protocol is neither ID-bliviousnor area-oblivious, then a smart adversary can have oodchances of succeeding, since it is 

able to use this informationto subvert the nodes that, most probably, will be thewitnesses. Furthermore, when a protocol is 

not areaoblivious,then even a localized oblivious adversary (that,at a first glance, seems to be the weakest) can be effective 

ifit concentrates node compromising activities in an area witha high density of witnesses. 

 

4.2 Overhead 

Designing protocols for wireless sensor networks is achallenging task due to the resource constraints typical 

ofthese networks. Any protocol is required to generate littleoverhead. However, this requirement alone is not enough.Indeed, 

even if a protocol shows a reasonably small overheadon average, it is still possible that a small subset of the 

nodesexperiences a much higher overhead. This is bad—thesenodes exhaust their batteries very quickly, with 

seriousconsequences on the network functionality. Moreover, theproblem can be even more subtle when we consider 

memory.If a high memory overhead concentrates on a small numberof nodes, then these nodes can overflow. During an 

overflow,the node could stop the protocol, or drop packets to freememory. It is very important to understand what kind of 

animpact this scenario can have on the detection capability ofthe protocol itself. 

We can summarize the above considerations with the general requirement that the overhead generated by 

theprotocol should be small, which is sustainable by the networkas a whole, and (almost) evenly distributed among the 

nodes.To make a real example, in LSM, every node that relays aposition claim must perform a signature verification 

andstore the claim. As analyzed in [45], every line segmentincludes 𝑂  𝑛 nodes and every node stores 

𝑂  𝑛 locationclaims. Note that this memory requirement could be impractical in real networks with thousands of nodes. 

Table 1 shows—first row—the asymptotic overhead forone protocol run (also referred to as round in the 

following)of LSM. The second row reports, on average, overheadgenerated by one round of LSM for a network of 1,000 
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nodeswith 31 neighbors per node (on average). Finally, the thirdrow shows the maximum overhead experienced by a 

nodethat turns out to be much higher than the average. Detaileddiscussion on the overhead of LSM and the protocol 

wepropose and their compliance with the above describedrequirements are presented in Section 6. 

 

V. RED 

In this section, we propose RED, a new protocol for thedetection of clone attacks. RED is similar, in principle, 

tothe Randomized Multicast protocol [45], but with witnesseschosen pseudorandomly based on a network-wide seed. 

Inexchange for the assumption that we are able to efficientlydistribute the seed, RED achieves a large improvement overRM 

in terms of communication and computation. Whencompared with LSM [45], a protocol that is more efficientthan RM, RED 

proves to be again considerably more energyefficient. More than that, in the following sections, we willshow that RED is 

also more robust against attacks thatexploit the uneven distribution of witnesses of LSM. 

As in LSM, we assume that the nodes in the network arerelatively stationary; each node knows its own location 

(forinstance, using a GPS or the protocols in [8], [44]); and allthe nodes use an ID-based public key cryptosystem [12],[46]. 

We also assume that the network is loosely timesynchronized. Observe that loose time synchronization canbe achieved both 

in a centralized and in a distributed way[31], [32], [45]. 

RED executes routinely at fixed intervals of time. Everyrun of the protocol consists of two steps. In the first step, 

arandom value, rand, is shared among all the nodes. Thisrandom value can be broadcasted with centralized mechanism(for 

example, from a satellite or a UAV [40], or otherkinds of ground-based central stations), or with in-networkdistributed 

mechanisms. For instance, a secure, verifiableleader election mechanism [10], [48], [22] can be used to electa leader among 

the nodes; the leader will later choose andbroadcast the random value. In the rest of this paper, withoutloss of generality and 

to ease exposition, we will rely on acentralized solution for the broadcast of the random value.Furthermore, in this work, we 

assume that a differentmechanism is used to enforce nodes not to lie about theirphysical location. As an example, neighbor 

nodes canphysically check the coherence of the claimed location. Sucha simple mechanism, also used in [45], has the 

followingdrawback: if all the neighbors of a cheating node c arecorrupted, they will not identify c as a cheater. Hence, this 

isa drawback of both our protocol and LSM [45]. 

In the second step, each node digitally signs and locallybroadcasts its claim—ID and geographic location 

(ProcedureBROADCAST_CLAIM in Protocol 1). When the neighborsreceive the local broadcast, they execute Procedure 

RECEIVE_MESSAGE. Each of the neighbors sends (withprobability p) the claim to a set of 𝑔 ≥ 1 pseudo- 

randomlyselected network locations (rows 17-24 in Protocol 1). REDdoes not send the claim to a specific node ID because 

thiskind of a solution does not scale well: A claim sent to anode ID that is no more present in the network would be 

lost;nodes deployed after the first network deployment could notbe used as witnesses without updating all the 

nodes.However, RED can easily be adapted to work when a 

specific node is used as the message destination. Finally, inthe following, we consider the same geographic routingprotocol 

used in [45] for a fair comparison. Though, RED isactually independent of the routing protocol used in thenetwork. 

Algorithm 1. RED 

1: ProcedureBROADCAST_CLAIM 

2:        𝑐𝑙𝑎𝑖𝑚⃪ 𝐼 𝐷𝑎 , isclaim , location(), time()  

3:        𝑠𝑖𝑔𝑛𝑒𝑑_𝑐𝑙𝑎𝑖𝑚⃪ 𝑐𝑙𝑎𝑖𝑚, 𝐾𝑎
𝑝𝑟𝑖𝑣

(𝑐𝑙𝑎𝑖𝑚)  
4:        𝑎 → neighbors():  𝐼 𝐷𝑎 , neighbors, 𝑠𝑖𝑔𝑛𝑒𝑑_𝑐𝑙𝑎𝑖𝑚  
5: end procedure 

6: procedureRECEIVE_MESSAGE (m) 

7: if is_claim(m) then 

8:      −, −. 𝑠𝑖𝑔𝑛𝑒𝑑_𝑐𝑙𝑎𝑖𝑚  ⃪ m 

9:      𝑐𝑙𝑎𝑖𝑚, 𝑠𝑖𝑔𝑛𝑎𝑡𝑢𝑟𝑒  ⃪  𝑠𝑖𝑔𝑛𝑒𝑑_𝑐𝑙𝑎𝑖𝑚 

10:   if bad_signature 𝑐𝑙𝑎𝑖𝑚, 𝑠𝑖𝑔𝑛𝑎𝑡𝑢𝑟𝑒 then 

11:        discard m 

12:   else ifincoherent_location(𝑐𝑙𝑎𝑖𝑚) then 

13:         𝐼 𝐷𝑥 , −, −, −  ⃪claim 

14:        trigger revocation procedure for 𝐼 𝐷𝑥  

15:         return 

16:    end if 

17:    do with probability p 

18:          𝑐𝑙𝑎𝑖𝑚, 𝑠𝑖𝑔𝑛𝑎𝑡𝑢𝑟𝑒 ⃪signed_claim 

19:          𝐼 𝐷𝑥 , −, 𝑙𝑜𝑐𝑥 , 𝑡𝑖𝑚𝑒𝑥 ⃪claim 

20:         locations⃪pseudo_rand(𝑟𝑎𝑛𝑑, 𝐼 𝐷𝑥 , 𝑔 

21:         for all𝑙 ∈ 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 do 

22:             𝑎 → 𝑙:  𝐼 𝐷𝑥 , 𝑙, isfwd claim
, 𝑠𝑖𝑔𝑛𝑒𝑑_𝑐𝑙𝑎𝑖𝑚  

23:         end forall 

24:      end do 

25:    else ifis_fwd_claim(m) then 

26:          −, −, −. 𝑠𝑖𝑔𝑛𝑒𝑑_𝑐𝑙𝑎𝑖𝑚  ⃪m 

27:          𝑐𝑙𝑎𝑖𝑚, 𝑠𝑖𝑔𝑛𝑒𝑑  ⃪ 𝑠𝑖𝑔𝑛𝑒𝑑_𝑐𝑙𝑎𝑖𝑚 

28:         if bad_sig(signed_claim) or replayed(claim)then 

29:               discard m 

30:        else 
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31:             𝐼 𝐷𝑥 , −, 𝑙𝑜𝑐𝑥 , 𝑡𝑖𝑚𝑒𝑥 ⃪ claim 

32:           if detect_clone(𝑚𝑒𝑚𝑜𝑟𝑦,  𝐼 𝐷𝑥 , 𝑙𝑜𝑐𝑥 , 𝑡𝑖𝑚𝑒𝑥 )then 

33:                trigger revocation procedure for IDx 

34:           else 

35:               store fwd_claim in memory 

36:           end if 

37:       end if 

38:    end if 

39:  end procedure 

 

We assume that the routing delivers a message sent to anetwork location to the node closest to this location [8], 

[39]; that the routing protocol does not fail (as done in [45]); and that message forwarding is not affected by dropping or 

wormhole attacks (for these kinds of attacks, a few solutions can be found in [20], [35], [38]). We also assume that the 

adversary is able to compute the set of witnesses. However, it cannot immediately compromise them since, by the time, it 

moves to reach those nodes, the protocol runs committed. Later, in Section 7, we will see how the protocol performswhen 

malicious nodes can drop packets. To test theprotocols, we assume that the adversary has introducedtwo nodes with the same 

ID in the network. Clearly, if theadversary introduces more clones of the same node, then thetask of detecting the attack is 

only easier. Within this idealframework, the probability that the clone attack is detectedis equal to the probability that at least 

one neighbor of eachclone sends the claim to the same witnesses. Consideringd neighbors, the probability that from a 

neighborhood, a claim message is sent is 1 −  1 − 𝑝 𝑑 ;therefore, the detectionprobability is(1 −  1 − 𝑝 𝑑)2. For example, 

with𝑝 = 0.1and𝑑 = 3.5, we have a detection probability of 0.95 in a single runof the protocol. Detection probability will be 

furtherdiscussed in a more realistic framework in Section 6. 

The set of witnesses is selected using a pseudorandomfunction (line 20 of Protocol 1). This function takes in 

inputthe ID of the node that is the first argument of the claimmessage, the current rand value, and the number 𝑔locations that 

have to be generated. Using a pseudorandomfunction guarantees that, given a claim, the witnesses forthis claim are 

unambiguously determined in the network, for a given protocol iteration, while time synchronization isused by the nodes to 

discern between different iterations.Furthermore, note that the detection probability is mainlyinfluenced by both protocol 

parameters 𝑝, 𝑔 and nodedensity. Hence, the results hold even for network with areasonably small number of nodes, and not 

only with highprobability (whp). 

Every node signs its claim message with its private keybefore broadcasting it (line 3 of Protocol 1). The nodes 

thatforward the signed claim toward destination are notrequired to add any signature or to store any message.Further, relay 

nodes do not need to check the signature ofthe routed message: Signature check will be carried out bythe destination only—

saving Ө  𝑛 signature checks perclaim sent with respect to LSM. Indeed, while signaturecheck at each node is necessary in 

LSM for the detection ofthe attack, it is not in RED. However, these checks can beuseful in LSM to prevent the adversary 

from generatingspurious messages. In RED, if the adversary sends outlocation claims with bogus signatures, the 

legitimateneighbors will then forward the message throughout thenetwork, and the bad signature will not be detected until 

itreaches the recipient. This attack does not affect clonedetection itself—its goal is to exhaust the nodes’ battery. Inthis 

sense, this attack is out of the scope of this paper. 

However, in the following, we sketch a possible countermeasure:Relay nodes can store some bits regardingforwarded 

messages so that it is possible to trace back themessage originator, in the case of failure of the signaturecheck at the 

destination. Note that this countermeasure doesnot introduce a significant overhead. 

For every received claim, the destination (possible 

witness of a clone attack): 

 verifies the received signature (line 28); and 

 checks for message freshness (line 28). This isimportant to prevent replay of old messages. Thischeck is performed 

verifying the coherence betweenthe time inserted in the message by the claimingnode and the current time. 

For every genuine message that passes the previous checks, the possible witness node extracts the information(ID 

and location). If this is the first claim carrying this ID,then the node simply stores the message (line 35). If anotherclaim 

from the same ID has been received, the node checksif the new claim is coherent with the claim stored inmemory for this ID 

(line 32). If it is not, the witness triggersa revocation procedure for the ID (line 33)—the twoincoherent signed claims are the 

proof of cloning. 

Here is an example of a run of the protocol. Assume thatthe adversary clones identity 𝐼 𝐷𝑎and assigns this identity 

to nodes a and 𝑎′. These two nodes are placed in twodifferent network locations: 𝑙1 and 𝑙2, respectively. Duringan RED 

iteration, the nodes a and 𝑎′ have to broadcast thesame ID, but different location claims (l1 and l2). Indeed, ifl1 _ l2, then 

either the neighbors of a or the neighbors of a0will raise an exception (line 14 of Protocol 1). 

Let b and c be neighbors of a and a0, respectively. Usingthe pseudorandom function, both b and c will select 

thesame set of witness nodes, containing at least a node ω. Inthis way, ω will receive two incoherent location claims 

foridentity  𝐼 𝐷𝑎 𝑙1 and 𝑙2 This results in clone detection.Hence, ω  can start a revocation procedure for node 𝐼 𝐷𝑎 . Revocation 

can be performed by flooding the network withthe two incoherent claims received by ω. Remember thatevery claim message 

of a node is signed with the  

the adversary to perform thisattack. 
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Table 2 RED Overheads (𝑛 = 1,000, 𝑟 = 0.1, 𝑎𝑛𝑑 𝑔 = 1) 

 
Memory 

Occupancy 

Sent  

Messages 

Received 

Messages 

Signature 

Check 

Asymptotic 𝑂(𝑔. 𝑝. 𝑑) 𝑂(𝑔. 𝑝. 𝑑.  𝑛) 𝑂(𝑔. 𝑝. 𝑑.  𝑛) 𝑂(𝑔. 𝑝. 𝑑) 

Average(𝑝 = 0.1) 0.93 22.08 49.85 2.87 

Max (𝑝 = 0.1) 15 220 250 48 

Average (𝑝 = 0.05) 0.75 11.36 39.80 1.48 

Max (𝑝 = 0.05) 6 67 98 11 

 

VI. SIMULATIONS 

private key of the same node. Therefore, the two claims are a proof that 𝐼 𝐷𝑎  has been cloned. 

The protocol shows one caveat: After the rand value is shared, RED allows the adversary to know the witness set 

for any given ID. However, note that the witnesses of a node could be anywhere in the network and witnesses change at 

every protocol iteration in an unpredictable way. This means that the    

 In this section, we show that RED meets the means that the to prevent RED from detecting the replicas, is required to be 

extremely fast and to capture all the witnesses of the clones within a window period that can be at most comprised between 

the disclosure of rand and the end of the protocol round. Considering realistic network sizes and the possible adversary 

speed, there are few chances for requirements described in Section 4: Area-obliviousness; ID-obliviousness; low overhead; 

overhead balancing; and high replica attacks detection probability. We further compare RED with LSM and show that RED 

outperforms LSM in several ways. 

In the following simulations, we consider a unit square deployment area [4], [5], [26]. We fixed 𝑛 = 1,000 nodes 

in the network and 𝑟 = 0.1 communication radius. We also set 𝑔 = 1 and 𝑝 = 0.1 for both protocols. This means that 

thetwo protocols send the same number of location claims pernode (on average). Further, we assume that the nodes 

aredistributed in the network area uniformly at random. Wesimulate the same geographic routing  protocol used in[45]—the 

relay node is the neighbor closest to destination. The routing stops when no node is closer to destination than the current 

node: This node will be a witness. Note thatthis simple version of geographic routing, especially when used in networks that 

are sparse or deployed in an area that is not convex, has the problem of “dead ends”—places where the message cannot 

proceed because  

there is no node closer to destination, while the destination is still far. There are a few solutions to  

this issue [30], [8] that can be used in both protocols to guarantee that the claim reaches the node closest to destination.  

The resources required by RED are shown in Table 2 for the same parameters used for LSM in Table 1. The results 

in Table 2 do not consider the overhead due to the distribution of the random seed. The overhead of the distribution depends 

on the implementation: It is practically negligible (one receive and one signature check) compared to the cost of one iteration 

of RED if the seed is broadcast from either a satellite or a UAV; it is also very small (one broadcast operation) if the seed is 

distributed within the network from a trusted base station. A robust broadcast operation (e.g., [30]) can be easily 

implemented in such a way that every node is required to receive the message and send at most one local broadcasting 

message. If this is the case, the per node additional overhead to RED is at most one send, one receive, and one signature 

check. Lastly, if a leader election algorithm has to be run, such as the ones in [10], [48], [22], the overhead of the leader 

election should be taken into account and also its vulnerabilities. A reasonable choice, however, would be to run the 

algorithm only once and follow a fixed schedule after the initial election. In this way, the overhead would be amortized 

through the many iterations of the RED protocol and the actual overhead would be very similar to a broadcast operation, 

though the adversary could predict the schedule and get some advantage from this information. To summarize, it seems 

reasonable that  

RED should be used when we can implement an efficient solution for the distribution of the seed,  either a 

broadcast from a satellite, from a UAV, or by in-network distribution of a seed from a trusted base  

Fig.2. Examples of Protocol Iteration:𝑛 = 1,000, 𝑟 = 0.1, 𝑔 = 1 𝑎𝑛𝑑 𝑝 = 0.1. (a) LSM Protocol. (b) RED 

Protocol. 

station. This is the assumption that we will be using in the rest of the paper. 

6.1 Witness Distribution 
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Due to randomization, it is straightforward to verify that both LSM and RED are ID-oblivious. In both protocols, 

the IDs of the witnesses are randomly selected among all the nodes in the network. To assess area-bliviousness, we study the 

witness distribution as follows: We select increasing subareas of the network, and for each subarea, we count the number of 

witnesses present in the area after a run of  

he detection protocol. Each subarea from the center of the unit square toward the external border provides an 

increment of five percent of the total area. Hence, 20 subareas are considered.      

In Fig. 2, we show an example of one iteration of SM and RED. The black small filled squares indicate  two clones (nodes 

with the same ID), the black filled small circles indicate nodes that route a claim fromthe clones, and finally, the larger 

empty circle indicates the witness. Lastly, the square at the center of the network indicates a central area whose size is 20 

percent of the total area of the network. This example suggests that the witness nodes (large not filled circles) are located 

differently in LSM and  

 



Detection of Clone attacks in Wireless Sensor Networks… 

38 

RED. In the particular example, several claims are forwarded in LSM, while only one in RED (this is a real run of 

the two protocols with the same parameters, on average, the number of claims  forwarded is the same for the two protocols if 

the parameters are the same). However, the figure is intended to show that the witness is near the center of the  network area 

for LSM, while this is not true for RED, and to suggest that this is not a coincidence. In the following, we will see through 

extensive simulations that this is actually true—witnesses are  

mostly in the center of the network with LSM, while are uniformly distributed with RED—and this phenomenon affects the 

performances of the protocols.     

Fig. 3 reports, for the two protocols, on the percentage of witnesses present in the incremental  subareas. We 

simulate 10,000 different network deployments. For each deployment, we randomly select two nodes, assign to them the 

same ID, and execute a single LSM iteration and a single RED  iteration. After each of these iterations, we localize the 

witness nodes for the two different protocols. Finally, for each of the 20 incremental subareas, we compute the percentage of 

witnesses with respect to the total number of witnesses. After collecting the outcome of 10,000 experiments, we plot the 

average. The x-axis in Fig. 3 indicates the percentage of the network area considered, while the y-axis the corresponding 

percentage of all the witnesses in that area. 

In Fig. 3, we can see that the central area, corresponding to the 20 percent of all the network area, collects more 

than 50 percent of all the witnesses of LSM, while the most external area, corresponding to the 20 percent of the network 

area, contains only 1.75 percent of all the witnesses. Therefore, LSM is not area-oblivious, since 𝑃𝑤𝑖𝑡𝑛𝑒𝑠𝑠  𝑆𝑖 >

 𝑃𝑤𝑖𝑡𝑛 𝑒𝑠𝑠 𝑆𝑗    for an 𝑆𝑖  selected from the central area and an 𝑆𝑗  selected from the most external area. This is a direct 

consequence of the following fact: Paths are generated having random source and random destination; hence, two paths are 

more likely to intersect in the middle of the deployment area than close to the borders. This phenomenon is known in the 

literature [41], [42] and it is due to the fact that most of the shortest paths generated by a uniform traffic traverse the center 

of the network. Whereas it is straightforward to prove that the RED protocol, due to the pseudorandom choice of witness 

nodes, has a uniform witnesses distribution. In fact, Fig. 3 also shows how the behavior of RED corresponds to that of an 

ideal protocol: The witnesses are equally distributed in all the network areas. In other words, RED is area-oblivious. 

6.2 Storage Overhead 

Fig. 4 reports the number of messages that the nodes are required to store for LSM and RED. For a fixed x-value 

of messages in memory, we show the percentage of the nodes that needs to store that number of messages. The values were 

obtained averaging the result of 10,000 simulations.  

Note that for LSM, some nodes could require to store as many as 200 messages. Our experiments show that LSM requires 

some 1.9 percent of the nodes to store more than 60 messages, some 7.6 percent of the nodes to store a number of messages 

between 40 and 59, and some 27.5 percent of the nodes to store a number of messages between 20 and 39. Just some 63 

percent of the nodes are required to store less than 20 messages. As for RED, only a negligible percentage of the nodes 

(0.001 percent) requires to store more than 10 messages. 

Moreover, some 0.3 percent of the nodes need to store more than five messages and less than 10 percent of the 

nodes to store a number of messages between three and five. It is interesting to note that 47.7 percent of the nodes need to 

store only one or two messages, while 42.9 percent of the n odes do not require to store any message at all. Finally, observe 

that for LSM, only 0.2 percent of the nodes do not require to store any message. LSM requires to store a higher number of 

messages compared to RED. This follows from the fact that, in LSM, every node in a claim path is a possible witness, and 

therefore, has to store every claim it relays. In RED, only destinations can be witnesses, and thus, only destinations are 

required to store the claims. 

6.3 Energy Overhead 

To assess the energy overhead of the two protocols, we consider both communication and computation-intensive 

operations (that is, public key cryptography: signature generation and signature verification). In particular, we use the energy 

model proposed in [49]: A node battery of 324,000 mJ; 15.104 mJ for sending a packet; 7.168 mJ for receiving a packet 

(assuming packet length of 32 byte, 0.059 mJ for bit sending, and 0.028 mJ for bit receiving); and 45.0 mJ for both signature 

generation and signature verification.  

The operating life of a node depends on its battery. Different energy overheads for the two protocols will result in 

a different pattern of node exhaustion. Fig. 5a shows this phenomenon. After 100 protocol run executed with the same 

network topology, some 20 percent of the nodes are exhausted for LSM, while for RED, all the nodes are alive. After 150 

iterations, LSM shows 40 percent of exhausted nodes, while RED only five percent. Finally, after 200 runs, LSM shows that 

half of the nodes of the network are exhausted (further, with such a number of exhausted nodes, the efficiency of LSM as for 

clone detection drops dramatically), while for RED, this percentage is less than 15 percent and the detection capabilities are 

still remarkable. It is also interesting to look at the different nodes exhaustion distribution in the network area. Fig. 5b shows 

the distribution after 200 protocol iterations. The x-axis indicates the network subareas (as plotted in Fig. 5a), numbered 

sequentially from the center (numbered as 1) to the external one (numbered as 20). The y-axis indicates the percentage of 

exhausted nodes in these areas. For both protocols, most of the exhausted nodes are in the center. As observed in Section 6.1, 

this is due to the phenomenon that nodes in the center of the network are more involved in routing messages in the presence 

of uniform traffic. In the case of LSM, almost all the nodes in the center are exhausted (except a few isolated ones), and the 

overhead is transferred to the semicentral areas, leading to the shape in Fig. 5b. 

Different distribution of node exhaustion also implies different clone attack detection probability, as shown in Fig. 

6. This figure shows the detection probability (y-axis) at different protocol iterations (x-axis). In particular, we plotted the 

detection probability for the first 200 runs. Plotted values were computed averaging the results obtained for 10,000 network 

deployments. Each single deployment was evaluated for both the LSM and the RED protocol. For all the considered 

iterations, the RED protocol shows a better detection probability compared to that of the LSM. From the 1st to the 50th 

iteration, LSM shows probability detection of about 35 percent, while this probability is more than 80 percent for the RED 

protocol. However, it is important to note that LSM has been designed to use at least five witness nodes. If parameters  are 
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set in such a way to make LSM use at least five witnesses, the detection probability of LSM gets similar to the detection 

probability of RED, but with a much higher overhead. Our choice has been set to the parameters in such a way that the 

overhead of one iteration of  

 

 

RED and one iteration of LSM is similar, in order to make a fair comparison from a performance standpoint. It is 

interesting to note the tight relationship between the percentage of exhausted nodes (Fig. 5a) and the detection probability 

(Fig. 6). For LSM, nodes start exhausting after some 50 iterations; at the same iteration number, the detection probability 

starts decreasing. A similar behavior could be observed for RED as well. It is also possible to note that different slopes of the 

curves representing node exhaustion correspond to different slopes in curves representing detection probability. Finally, we 

simulated the protocol behavior under a coordinated attack: The adversary clones a node into two copies and in the same 

period of time, compromises a subset w of the other remaining nodes. In this setting, we assume that a compromised node 

forwards messages like an honest one: If not, this behavior could be detected, like in [20], [35], [38]. However, when a 

compromised node is a witness, we assume that it would not trigger any alarm, and the clones would go undetected for this 

specific protocol iteration. We investigated how the detection probability is affected under the above scenario, assuming that 

the adversary “smartly” compromises nodes from a so-called compromising area, which is a squared central area of the 

network of increasing size. 

When no nodes are compromised, for the first 50 protocol runs, the detection probability is 87 percent for RED 

and 33.8 percent for LSM, as shown in Fig. 6. When taking into account node compromising, the results of our simulations 

for LSM and RED are shown in Figs. 7a and 7b, respectively. On the x-axis, we indicate the number of compromised nodes, 

while  

on the y-axis, the percentage of the total network, starting from the inner area. We can notice that for LSM, the 

detection probability is influenced by both the number of compromised nodes and the size of the 

compromising area (Fig. 7a). As for RED, the detection probability is influenced only by the number of compromised nodes 

(Fig. 7b). This is due to the following fact: As observed in Fig. 3, LSM  

shows an higher witness density in the most internal areas. For instance, capturing 150 nodes in the 20 percent central area 

implies a reduction of detection probability of 25.4 percent forLSM(from 33.8 to 25.2 percent), while the performance of 



Detection of Clone attacks in Wireless Sensor Networks… 

40 

RED is reduced by 14 percent only (from 87 to 74.8 percent). We can also note that when the same number of nodes are 

compromised in all the network areas, the relative resilience of LSM is a little bit higher than RED. For example, with 150 

compromised nodes all over the network area, LSM decreases its detection probability by 8.5 percent only, while it is about 

14 percent for RED. This is due to the particular behavior of LSM: More than one node can witness a clone attack; 

compromising a witness node does not imply that a clone attack will go undetected for the LSM, while this can be true for 

RED. 

 

VII. 7 DETECTION PROBABILITY WITH MALICIOUS NODES 
 

In this section, we investigate clone detection probability during a sequence of iterations. We assume that the 

adversary has cloned a node, it is also already controlling a subset of w randomly selected other nodes, and no mechanism 

for preventing packet dropping is implemented, so that malicious nodes can stop claim forwarding. Further, we assume that a 

node (say a) is cloned and one of its clone (say a’) is randomly deployed within the network area. Moreover, we assume no 

routing failure and from each neighborhood, exactly one claim message is sent (we do not explicitly consider d, p, and g 

values). We leverage the hypothesis that both claims are sent through path of length 𝑙 = 𝑐 𝑛 nodes  (with constant network 

density, the average path length is Ө  𝑛 ). The nodes on the two paths (the first one departing from the honest node a and 

the second one from the clone a’) are those involved in the detection process by the two protocols. In RED, if just one of 

these 2l nodes in the two paths is malicious, detection can fail. In fact, note that the corrupted forwarding node can simply 

drop the received location claim. The probability that at least one malicious node is present in the two paths is 

 

1 −
 𝑛−𝜔

2𝑙  

 𝑛
2𝑙 

                         (1) 

 
The probability that the attack is not detected using the RED protocol, for a single protocol iteration, is exactly that 

of (1). To analyze a sequence of iterations, we assume that every iteration is probabilistically independent. Therefore, the 

probability that the attack is not detected after i RED 

protocol iterations is 
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     (2) 

 

The analysis is different for LSM. In fact, even if all the nodes are honest, the attack is detected only with a given 

probability—the probability that two paths starting at a and a0 intersect on a network node. Following the analysis proposed 

in [45], this probability is  

1

3
 1 −

 35 

 12𝜋2 
 . 

    (3) 

However, note that the probability in (3) refers to geometric line intersection. Then, it is, in fact, an optimistic 

upper bound (also still assuming no failure in the routing). In fact, two intersecting paths (geometrically) do not necessarily 

have a node in common—an example of this case is shown in Fig. 8. Despite this fact, in the following, we optimistically 

consider (3) as the probability that the clone is detected when no malicious nodes are present.  

Let U be the event that the attack is undetected for a single protocol iteration. For LSM, we have to consider the following 

two disjoint events. Here, the idea is that malicious nodes can prevent clone detection only if hey are in the path before the 

witness. Let us define: 

 Event 𝐸ℎ : All of the forwarding nodes before the (possibly present) witness are honest. 

 Event 𝐸𝑚 : There is at least one malicious forwarding node before the (possibly present) witness. 

Note that 𝐸ℎ  and 𝐸𝑚 form a partition of the probability space; hence, 

 

𝑃𝑟 𝑈 = 𝑃𝑟 𝑈 𝐸ℎ  𝑃𝑟 𝐸ℎ  + 𝑃𝑟 𝑈 𝐸𝑚  𝑃𝑟 𝐸𝑚  ,   (4) 
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    Where 𝑃𝑟 𝑈 𝐸ℎ   is the probability that the attack is 

undetected when there are no malicious nodes in the paths. According to [45], this is equal to 
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Fig. 10. Nondetection probability for both RED and LSM. 𝜔 = 5,10,20. (a) LSM, 𝜔 = 5. (b) RED, 𝜔 = 5 

(c) LSM, 𝜔 = 10 (d) RED,  𝜔 = 10. (e) LSM,  𝜔 = 20. (f) RED,  𝜔 = 20 
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We can assume that 𝑃𝑟 𝑈 𝐸𝑚  = 1, since the malicious node before the witness can discard the claim and stop the detection. 

𝑃𝑟 𝐸𝑚  = 1 − 𝑃𝑟 𝑈 𝐸ℎ   is similar to (1), taking into account that the malicious nodes should appear before the witness. On 

average, the witness is in the middle of the paths; therefore, we can estimate this probability as follows: 

 

𝑃𝑟 𝐸𝑚  = 1 −
 𝑛−𝜔

𝑙
 

 𝑛
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Putting it altogether, we can compute 𝑃(𝑈) as follows: 
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Therefore, the probability that the attack is not detected after i LSM protocol iterations is 
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Fig. 9 shows the analytical results for RED and LSM on non detection probability. Remind that while the analysis 

for RED is essentially tight, the one for LSM is optimistic, since it depends on the assumption that paths that geometrically 

intersect have a node in common. This is not true, especially when the network is dense. The actual detection rate depends 

on several factors like node density, for example. Nonetheless, RED outperforms LSM even in the presence of malicious 

nodes that can stop the 

protocol. Fig. 10 shows the analytical results for several values of c (c controls the length of the average random path in the 

network, being 𝑙 = 𝑐 𝑛 

 of the nondetection probability. We considered subsequent protocol iterations (x-axis). We plotted the result for c ¼ 0:1; 

0:2; . . . ; 1. 

It is interesting to note that how ω and c influence the detection probability. Larger c means longer paths, and thus, 

higher probability that one of the malicious nodes can stop clone detection. Larger ω means that the adversary can often 

thwart the protocols and influence detection probability considerably, especially when c is large. In all cases, it is clear that 

RED can converge to very high detection probability very quickly. Note that RED is more influenced  than LSM by path 

lengths, since a malicious node can stop the protocol wherever it appears in the paths. However, experiments show that for a 

network of 1,000 nodes and communication range 0.1 in a network area of side one, c is about 0.35. Therefore, we can 

conclude that RED has better 

detection probability and converges faster than LSM for all practical values of the network parameters. 

 

VIII. 8. CONCLUSION 
In this paper, we presented and justified a few basic 

requirements an ideal protocol for distributed detection of node replicas should have. In particular, we have 

introduced the preliminary notion of ID-obliviousness and area-obliviousness that convey a measure of the quality of the 

node replicas detection protocol; that is, its resilience to a smart adversary. Moreover, we have indicated that the overhead of 

such a protocol should be not only small, but also evenly distributed among the nodes, both in computation and memory. 

Further, we have introduced new adversary threat models. However, a major contribution of this paper is the proposal of a 

self-healing, randomized, efficient, and distributed protocol to detect node replication attacks. We analytically compared 

RED with the stateof- the-art solution (LSM) and proved that the overhead introduced by RED is low and almost evenly 

balanced among the nodes; RED is both ID-oblivious and areaoblivious; furthermore, RED outperforms LSM in terms of 

efficiency and effectiveness. Extensive simulations confirm these results. Lastly, also in the presence of compromised nodes, 

we can analytically show that RED is more resilient in its detection capabilities than LSM. 
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