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Abstract— Missing values may occur due to several reasons. In this paper, data is imputed by comparing the two most 

popular techniques. Mean Substitution the traditional method replaces mean value in K-means Clustering and in groups of  

kNN classifier. When compared in terms of accuracy of imputing missing data, the proposed kNN classifier is evaluated to 

demonstrate that the approach is better than the existing K-means clustering. 
Keywords— K-Means Clustering, kNN Classifier, Missing Value, Mean Substitution, Imputation 

I. INTRODUCTION 
 Researchers are often faced with the issues of missing in Survey. Errors may occur due to human or machine 

when processed a sample and stored data values into their respective records. Traditional methods are there for handling 

missing data. List-wise deletion and pair-wise deletion exclude the data from analyses. These methods are unaccepted by the 

researchers as they produce biased result. K-means clustering is a method of cluster analysis which aims to partition n 

observations into k clusters in which each observation belongs to the cluster with the nearest mean. kNN classifier  operate 

on the premises that classification of unknown instances can be done by relating the unknown to the known according to 

some distance function. Mean substitution replaces missing data with the average of the valid data. This paper proposed a 

framework which compares two techniques.  

  

II. TYPES OF VARIABLES IN MISSING DATA 
Data that are Missing Completely at Random (MCAR) can be considered as a simple random sample of observed 

data. Data are Missing at Random (MAR) when the probability of the value being missing is dependent on some 

measurement characteristics of the individual but not on the missing value itself.(1). Data are missing not at Random 

(MNAR), variable value being missing is directly related value of the variable itself. 

 

III. CONSTRAINTS FOR MISSING VALUE REPLACEMENT 
 Any method which is used for replacing the missing value should follow certain constraints. They are (i) they 

should produce unbiased result (ii) They should not change any values of other variables (iii) Estimation should minimize 

the cost. 

  

IV  IMPUTATION METHODS 
A. List-Wise Deletion 

The List-wise Deletion leads to the loss of large amount of data, as the whole record gets deleted even if one      

single variable was missing. So finally the database gets reduced. 

 

B.         Pair-Wise Deletion 
Pair-wise deletion is an appropriate method when missing data is completely at random. It is easy to implement but 

the resultant data are difficult to interpret 

 

C.          Regression Imputation 
Regression imputation is also known as conditional mean imputation in which linear regression equation is used to 

replace the missing values. 

 

D.           Hot-Deck Imputation 
Hot-Deck imputation is a type of imputation in which missing data value is replaced with actual data by estimating 

similar data set which is currently in use. 

 

E.          Cold-Deck Imputation 
Cold-Deck imputation follows the same procedure of Hot-Deck Imputation but it compares with the similar data 

set which is not currently in use. 

 

F.          Expectation Maximization (EM) 
The EM strategy is based on a recursive process: The missing data have information that is useful in estimating 

various parameters, and the estimated parameter has information that is useful in finding the most likely value of the missing 
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data (Bennett, 2001). Thus, the EM method is an iterative procedure with two steps in each iteration. The disadvantage of 

EM is that the standard errors and confidence intervals are not provided, so obtaining those statistics requires an additional 

step. For inferential analyses for which those are essential, EM may not suffice. 

 

G.  Mean Imputation  
In Mean Imputation, missing values are imputed with the mean value of that variable on the basis of the non 

missing values for that variable. This method assumes that data are MCAR and results in biased means when this assumption 

is false. Furthermore, imputing the mean value into cases tends to reduce the variance, which also attenuates covariance that 

the variable has with other variables. This method produces biased means with data that are MAR or NMAR and 

underestimates variance and covariance’s in all cases. Experts strongly advise against this method (Allison 2001; Bennett 

2001; Graham et al., 2003; Pallant, 2007). 

 
IV.  K-MEANS CLUSTERING 

K-Means (Mac Queen, 1967) is one the simplest unsupervised learning algorithms that solve the well known 

clustering problem. The intra-cluster dissimilarity is measured in K-Means clustering by the summation of distances between 

the objects and the centroid of the clusters they are assigned. In K-Means clustering method, the data set X is divide into K-

Clusters. Each cluster is represented by the centroid of the set of objects in the cluster. 

 The objective function 

  

Where  is a chosen distance measure between a data point  and the cluster centre , is an indicator of 

the distance of the n data points from their respective cluster center. 

The algorithm is composed of the following steps: 

Procedure 1:      

1. Place K points into the space represented by the objects that are being clustered. These points represent initial group 

centroids. 

2. Assign each object to the group that has the closest centroid. 

3. When all objects have been assigned, recalculate the positions of the K centroids. 

4. Repeat Steps 2 and 3 until the centroids no longer move. This produces a separation of the objects into groups from 

which the metric to be minimized can be calculated. 

 

VI.   KNN CLASSIFIER 
 The k-nearest neighbor algorithm is amongst the simplest of all machine learning algorithms: an object is classified 

by a majority vote of its neighbors, with the object being assigned to the class most common amongst its k nearest neighbors 

(k is a positive integer, typically small). If k = 1, then the object is simply assigned to the class of its nearest neighbor. The 

neighbors are taken from a set of objects for which the correct classification is known. This can be thought of as the training 

set for the algorithm, though no explicit training step is required. The k-nearest neighbor algorithm is sensitive to the local 

structure of the data 

 

Procedure 2:  

1. Compute Euclidean or Mahalanobis distance from target plot to those that were sampled. 

2. Order samples taking for account calculated distances. 

3. Choose heuristically optimal k nearest neighbor based on RMSE done by cross validation technique. 

4. Calculate an inverse distance weighted average with the k-nearest multivariate neighbors. 

 

VII.        PROPOSED FRAMEWORK 
 The above two techniques are implemented separately in a dataset which has missing value. When K-Means 

Clustering is implemented, the missing values in each cluster are replaced by finding mean of the remaining values. 

Similarly mean value is imputed for each group from kNN classifier. When both the datasets are compared for accuracy, 

kNN imputation seems to perform better than the K-Means Clustering.  
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VIII.           CONCLUSION AND FUTURE ENHANCEMENT 
This paper discussed different methods to impute the missing values. It also explains about the framework to be 

implemented with dataset with missing data. The presented two techniques deal with grouping of dataset so that each group 

can be dealt with mean substitution or any other traditional method. The results are compared for accuracy. 
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