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Abstract:- Wireless Sensor Network (WSN) is a collection of sensor nodes for measuring different phenomena 

from the field that they have deployed. The different kinds of data sensed by sensors are aggregated at the 

special node called the base station or sink node. Due to this, traffic in wireless sensor networks (WSN) exhibits 

a many-to-one pattern in which multiple source nodes send sensing data to a single sink node. Also, the nodes 

have limited bandwidth, processor and memory; packet loss is common when a great deal of traffic rushes to 

sink.  In case of event-driven applications, it is significant to report the detected events in the area, resulting in 

sudden bursts of traffic due to occurrence of spatially-correlated or multiple events, leads to congestion. 

Congestion results packet losses and retransmissions. To support Quality of Service (QoS) requirements for 

sensor applications, having a reliable and fair transport protocol or variant of MCA is necessary. One of the 

main objectives of the design of transport layer for WSNs is congestion control. Till now, in literature, 

Congestion control techniques are based on detection of congestion and control, but they cannot completely 

eliminate or prevent the occurrence of congestion.  To mitigate congestion, either the available resources have to 

be increased (resource control) or the source transmission rate should be restricted (traffic control). Significant 

work on congestion control in WSNs has focused on traffic control. The problem of congestion in sensor 

networks remains largely open yet. 
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I. INTRODUCTION 
 WSN is a group of specially distributed sensor nodes interconnected through wireless communication 

channels. A node in sensor network consists of elements of communication, sensing, and computing that react to 

events in an environment. Wireless sensor networks have variety of applications including habitat observation 

[1], [2], health monitoring [3], object tracking [4], [5], battlefield sensing, etc. Wireless networks are different 

from traditional in many aspects [6].  The main objectives of designing WSN for such applications are reliability 

in data dissemination, Energy conservation, congestion control, and security. 

  Due to the inherent fact that two communication hosts of a particular connection can have different 

time varying characteristics, such as capacity of communication and computation, node level congestion occurs 

when a sensor receives more data than it can handle forward; the excess data has to be buffered. On the other 

hand of two or more sensors tries to seize the wireless channel at the same time the radio collision results link-

level congestion. Therefore, the main objective of   transport and MAC layers is to provide suitable flow and 

congestion control service to coordinate transmission rates and collision between sensor nodes. 

                  Rigorous work was reported in wired networks on end-to-end congestion control techniques [7]. 

Most of previous literature on congestion control in WSN mitigates congestion rate adjustments of source and 

intermediate nodes. In recent years there was a argument that rate adjustments is ineffective for some realistic 

sensor network applications [8, 9] because of the reasons: data being generated at time of congestion are very 

important, and must delivered to sink with higher rate, and availability of resources in WSNs it is easier to use 

more resources during congestion time to increase network lifetime [8].  

                Congestion control is a three step process: congestion detection, congestion notification and 

congestion mitigation [18]. Congestion detection: congestion detection step involves finding the occurrence of 

congestion and location at which node congestion has occurred [19]. Various congestion detection metrics are 

packet loss, queue length, channel load, channel busyness ratio, throughput measurement, packet service time, 

packet inter-arrival time, delay etc.. Congestion notification step: After detecting the congestion, that node must 

send information to neighboring nodes about congestion to control it. Congestion Mitigation step: after 

receiving the notification of congestion, node must take necessary actions to alleviate the congestion. 

             The rest of this paper is organized as follows. In section II a brief review of related work. The 

congestion strategies explained in section III. In section IV compression of Congestion control Protocols. 

Finally, section V concludes the paper. 
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II.  REVIEW OF RELATED WORK 
              Till now, in literature, Congestion control techniques are based on detection of congestion and control, 

but they cannot completely eliminate or prevent the occurrence of congestion.  To mitigate congestion, either 

the available resources have to be increased (resource control) or the source transmission rate should be 

restricted (traffic control). Significant work on congestion control in WSNs has focused on traffic control. The 

problem of congestion in sensor networks remains largely open yet. 

 So far Congestion control in wireless sensor networks done by using end-to-end approach or by using 

hop-by-hop approach [19].  Energy consumption and packet drop is less in hop-by-hop mechanism and it deals 

with congestion in less time than end-to-end mechanism. 

 Congestion Detection and Avoidance (CODA) (Wan et al.,2003),  the earliest congestion control 

protocols that uses current buffer occupancy and wireless channel load to detect congestion[10]. If buffer 

occupancy or wireless channel load exceeds a threshold, it implies that congestion has occurred. The node that 

has detected congestion will then notify its upstream neighbor to reduce its rate, using an open-loop hop-by-hop 

backpressure. The upstream neighbor nodes trigger reduction of their output rate using methods such as AIMD. 

Finally, CODA regulates a multisource rate through a closed-loop end-to-end approach. 

               ESRT (Event-to-Sink Reliable Transport), which provides reliability and congestion control, belongs 

to the upstream reliability guarantee group [11]. It periodically computes a reliability figure, representing the 

rate of packets received successfully in a given time interval. ESRT then deduces the required sensor reporting 

frequency from the reliability figure. Finally, ESRT informs all sensors of the values with high power. ESRT 

uses an end-to-end approach to guarantee a desired reliability figure through adjusting the sensors‟ reporting 

frequency. 

                  The Congestion Control and Fairness (CCF) distributed many-to-one routing scheme (Cheng and 

Bajcsy, 2004) uses packet service time based congestion detection mechanism. CCF controls congestion by 

measuring the available bandwidth and determining the size of subtrees and equally distributing the bandwidth 

into child nodes. Interference aware fair rate control (IFRC) (Rangwala et al., 2006) is a rate allocation 

technique which detects congestion based on queue length. Once congestion is detected, the rates of the flows 

are throttled on the interfering tree. When the average queue length exceeds the upper threshold, rates of the 

flows are adjusted using the AIMD scheme. Consequently, IFRC reduces the number of packets by reducing the 

throughput. 

                  On the other hand, the Priority-based Congestion Control Protocol (PCCP) (Wang et al., 2006) uses a 

ratio between packet inter-arrival time and packet service time to determine the congestion level of a node. 

Congestion information is piggybacked in the header of data packets and broadcasted, and received by child 

nodes. However, both CCF and PCCP ignore queue utilization, hence leads to frequent buffer overflows. This 

results in increased retransmission and energy inefficiency. 

 

III. CONGESTION DETECTION STRATEGIES 
             Till now in the literature, many congestion detection strategies are used and tested. The most common 

detection parameters are: queue length, channel load, packet service time, packet loss, and transmission delay. 

In many cases, a single parameter cannot accurately indicate congestion. The selection of such a parameter 

should subject to network structure, application and traffic nature, used rate, etc..  In the following figure, the 

most used parameters are presented. 
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 A. Packet loss:  This metric can be measured either at the sender or the receiver.  Sender can detects 

packet loss by enabling the ACKs (Acknowledgements), whereas at the receiver through sequence numbers use. 

Further, not overhearing the parent‟s forwarding on the upstream link by a child node over the downstream link 

can be considered as an indication for packet loss [12]. The time to repair losses (if reliability ensured) is used in 

[13], while loss ratio is used in [14],[15]. The main limitation of this metric is that the wireless errors rather than 

packets collision also sometimes contributes for losses. 

 B. Queue Length: As every node in WSN  has small buffer (queue); its length (size) can be used as a 

simple and good indication of congestion. The buffer size can be used as a threshold, like in [16],[17]  and the 

congestion is signaled once the buffer length exceeds this threshold, or periodically the buffer size is tested at 

the beginning of each period and the congestion is signaled at this moment. The remaining buffer length is one 

other variant for congestion indication as well. If the link layer applies retransmissions, link contention will be 

reflected through buffer length. 

 

 C. Channel Load: It measures the channel condition caused by wireless transmissions. It uses the 

CCA like function, which responds with the value 1 if the channel is occupied or 0 if the channel is empty. The 

frequency level of busyness returned by the sampling of this function reflects the level of occupation of the 

wireless channel. Channel busyness ratio or channel load is the ratio of time intervals when the channel is busy 

(successful transmission or collision) to the total time. In case of increase in packets collision, and after several 

unsuccessful MAC (Medium Access Control) transmissions, packets are removed. Consequently, the decrease 

in buffer occupancy due to these drops may mislead to the inference of the absence of congestion. 

 

 D. Delay: It generally quantifies the necessary time since the packet generation, at the sender, until its 

successful reception at the next hop receiver or end point receiver. It can also be calculated as a part of the total 

delay, as in ATP14 (queuing delay). The one hop delay can be seen also as the packet Service Time, which is 

the time separating packet arrival at the MAC layer and its successful transmission, which is inversely 

proportional to the packet service rate. It covers packet waiting time, collision resolution, and packet 

transmission time at the MAC layer 15. This value changes according to the queue length and channel load. It 

can be regarded as another measure of them. In13, the end-to-end delay is calculated in a similar manner. But 

limitation to merely the service time may be misleading when the incoming traffic is not higher than the 

outgoing one through the overloaded channel. Another delay measurement is that of the ratio of packet service 

time and packet inter-arrival time (scheduling time). A scheduler between the network and MAC layer switches 

the packets from network queues to the MAC layer. The scheduling time quantifies the number of packets 

scheduled per time unit. This ratio indicates both node level and link level congestion. 

 

IV. COMPRESSION OF CONGESTION CONTROL PROTOCOLS: 
S.NO Technique/ 

Protocol 

Layer at 

Implemented 

Congestion 

Detection 

Mechanism 

Congestion Control 

Mechanism 

Advantages Disadvantages 

1 Congestion 

Detection and 

Avoidance 

(CODA)  

Cross layer 

based  

end-to-end delay, 

response time  

Backpressure and 

rate regulation 

mechanisms. 

Suitable for 

event driven 

networks and 

achieve better 

fairness along 

with congestion 

control  

  

Under heavy 

closed loop 

congestion, 

reliability is less 

with more delay 

and response 

time  

 

2 Congestion 

Avoidance, 

Detection and 

Alleviation 

(CADA)  

Network 

layer  

 

 

Throughput, End-to-

End delivery ra-tio, 

Energy consumption, 

Per hop de-lay  

 

 Reduces the 

network traffic 

and the chance 

of occurrence of 

congestion  

Lead to 

inaccurate data 

and reduced 

throughtput  

3 Event to Sink 

Reliable 

Transport  

Transport 

layer  

Throughput, delay, 

packet drop, energy 

consumption  

Achieve reliable 

event detection with 

minimum energy 

expenditure and 

congestion 

resolution  

ESRT affect the 

on-going data 

traffic due to 

the high power 

single hop 

channel  

Event to Sink 

Reliable 

Transport  
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4 Priority based 

congestion 

Control 

protocol 

(PCCP)  

Cross layer 

based  

Congestion degree, 

inter-arrival time, 

packet service time  

Improve energy-

efficient and support 

traditional QoS  

Often delay 

occur  

Priority based 

congestion 

Control 

protocol 

(PCCP)  

5 Congestion 

Control and 

Fairness (CCF)  

Data link 

layer  

Fairness, Number of 

retransmission per 

packet  

 

High throughput and 

ensures the fair 

delivery of packets  

It fails to 

allocate the 

remaining 

effective 

capacity  

Congestion 

Control and 

Fairness (CCF)  

6 Pump Slowly 

Fetch Quickly 

(PSFQ)  

Transport 

layer  

Throughput, delay, 

packet drop, delivery 

ratio  

Suitable for 

constrained devices  

Not compatible 

with IP and 

needs precise 

time 

synchronization 

between sensor 

nodes  

Pump Slowly 

Fetch Quickly 

(PSFQ)  

7 Self-organizing 

Medium Access 

Control 

(SMACS)  

Data link 

layer  

Energy consumption, 

throughput  

Suitable for low-

power radio 

application  

Consume more 

energy.  

Self-organizing 

Medium Access 

Control 

(SMACS)  

 

V. CONCLUSION 
          The above techniques give show the best attempts to control congestion and improve the efficiency of the 

system to the best possible level. Several data link layer, network layer, transport layer and cross layer based 

congestion control techniques are studied. These analysis leads to the following conclusion: Cross layer design 

can make the network more specific and reliable. WSN should design protocols for cross-layer design 

methodology. A unified protocol that can handle both reliability and congestion control is needed. An integrated 

protocol that levers both the direction of flow, sensor-to-sink (upstream) and sink-to-sensors (downstream) 

would be preferred. Energy efficiency over transport protocols in future needs emphasized. 
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