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Abstract:- Association rule mining is one of the most important techniques used for finding the correlations 

among different fields in large databases.it finds the frequent, infrequent and non-present item sets from the 

relational data bases. Most of the traditional techniques are useful in finding the frequent item sets. But 

infrequent patterns and non-present patterns plays vital role in different fields such as marketing, medical, fraud 

detection and etc. A new method is proposed which finds all frequent, infrequent and non-present item sets. This 

method contains two steps. In first step the frequency table is constructed based on the given transactional data 

base. In the second step the algorithm forwarded for finding the frequent, infrequent and non-present item sets. 

This method is based on AND logic and it works efficiently in finding the patterns when compared to the 

traditional methods.  
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I. INTRODUCTION 
 Data mining allows users to understand and discover knowledge in large amounts of data by mining 

data patterns (or simply called patterns) [1] [2] [3] [4]. Nowadays, with the rapid development of information 

technology, especially the web service-based application, service-oriented architecture and cloud-computing, 

continually expanding data are integrated to generate useful information. Many techniques have been used for 

data mining. Association rules mining (ARM) is one of the most useful techniques. It is the process of finding 

correlations or patterns among number of fields in large relational databases. It is primarily used today by 

companies with a strong consumer focus - retail, financial, communication, and marketing organizations. It 

enables these companies to determine relationships among "internal" factors such as price, product positioning, 

or staff skills, and "external" factors such as economic indicators, competition, and customer demographics. It 

also enables them to determine the impact on sales, customer satisfaction, and corporate profits. 

 

 A pattern can be any type of regularity that appears in data collections, which are considered a kind of 

summary of the input data [5]. For example, a set of frequent bought together products from a shopping basket 

analysis, a piece of abnormal gene sequence carried by patients for drug research, a historical record of a 

visitor’s past traveling experiences for planning the next trip, or the reaction of a particular enzyme to the 

external stimulus for the study of disease treatment. All of these patterns carry useful insights from the collected 

data and have the potential to solve the problems that occur in practical applications. Pattern mining is a mining 

process for extracting these valuable data patterns from large amounts of data [3]. 

 

 The challenges associated with ARM, especially for parallel and distributed data mining, include 

minimizing I/O, increasing processing speed and reducing communication cost [8]. A major concern in ARM 

today is to continue to improve algorithm performance. The Apriori-based algorithms find frequent item sets 

based upon an iterative bottom-up approach to generate candidate item sets. Since the first proposal of 

association rules mining by R. Agrawal [6, 7], 

 

 Often when considering data mining, the focus is on frequent patterns. Although the majority of the 

most interesting patterns will lie within the frequent ones, there are important patterns that will be ignored with 

this approach. These are called infrequent patterns. 

Take for example the sale of VHS:s and DVD:s. There will be low occurrences of people buying both of them. 

In terms of data mining, the item set {VHS, DVD} will be infrequent and therefore ignored. However, people 

that buys DVD:s does not tend to buy VHS:s and vice versa. These items will be competing and an interesting 

pattern is found [14]. 
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 Finding frequent item sets is one of the most investigated fields of data mining. The problem was first 

presented in paper mining association rules between sets of items in large databases by Agrawal [10]. To 

analyze the huge amount of data thereby exploiting the consumer behavior and make the correct decision 

leading to competitive edge over rivals [11]. Frequent item sets are appear in a data set with frequency no less 

than a user-specified threshold. Frequent item sets play an essential role in many data mining tasks that try to 

find interesting patterns from databases such as association rules, correlations, sequences, classifiers, clusters 

and many more of which the mining of association rules is one of the most popular problems. Also sequential 

association rule mining is one of the possible methods to analysis of data used by frequent item sets [12]. 

 

II. NEED OF FREQUENT ITEM SET MINING 
 Studies of frequent item set (or pattern) mining is acknowledged in the data mining field because of its 

broad applications in mining association rules, correlations, and graph pattern constraint based on frequent 

patterns, sequential patterns, and many other data mining tasks. Efficient algorithms for mining frequent item 

sets are crucial for mining association rules as well as for many other data mining tasks. The major challenge 

found in frequent pattern mining is a large number of result patterns. As the minimum threshold becomes lower, 

an exponentially large number of item sets are generated. Therefore, pruning unimportant patterns can be done 

effectively in mining process and that becomes one of the main topics in frequent pattern mining. Consequently, 

the main aim is to optimize the process of finding patterns which should be efficient, scalable and can detect the 

important patterns which can be used in various ways [13]. 

 

III. NEED OF INFREQUENT ITEM SET MINING 
 Some infrequent patterns may also suggest the occurrence of interesting rare events or exceptional 

situations in the data. For example, if {Fire = Yes} is frequent but {Fire = Yes, Alarm = On} is infrequent, then 

the latter is an interesting infrequent pattern because it may indicate faulty alarm systems. To detect such 

unusual situations, the expected support of a pattern must be determined, so that, if a pattern turns out to have a 

considerably lower support than expected, it is declared as an interesting infrequent pattern. 

 Mining infrequent patterns is a challenging endeavor because there is an enormous number of such 

patterns that can be derived from a given data set. More specifically, the key issues in mining infrequent patterns 

are: (1) how to identify interesting infrequent patterns, and (2) how to efficiently discover them in large data 

sets. To get a different perspective on various types of interesting infrequent patterns, two related concepts are 

negative patterns and negatively correlated patterns [15]. 

 

IV. RELATED WORK 
 Frequent pattern mining was first proposed by Agrawal et al.[10] form market basket analysis in the 

form of association rule mining. It analyses customer buying habits by finding associations between the 

different items that customers place in their “shopping baskets”. For instance, if customers are buying milk, how 

likely are they going to also buy cereal (and what kind of cereal) on the same trip to the supermarket? Such 

information can lead to increased sales by helping retailers do selective marketing and arrange their shelf space. 

Jiawei Han at all explains about frequent pattern mining and its future directions. Ashish Gupta at all proposed 

algorithms for Minimally Infrequent Itemset Mining using Pattern-Growth Paradigm and Residual Trees. Alex 

Tze Hiang Sim at all explains about Mining Infrequent and Interesting Rules from Transaction Records. Laszlo 

Szathmary at all describes about Generating Rare Association Rules Using the Minimal Rare Item sets Family. 

 

V. PROPOSED METHOD 
 The proposed method is based on AND logical operation. This method contains two steps. In first step 

the frequency table is constructed based on the given transactional data base. In the second step the algorithm 

forwarded for finding the frequent, infrequent and non present item sets.  For explaining the proposed method 

the following transactional data base is taken as an example. 

 

TID ITEMSET 

T100 I1,I4,I3 

T200 I1,I5 

T300 I1,I2,I3 

T400 I2,I4,I5 

T500 I3,I5 

T600 I3,I4 
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Consider T= {T1, T2, T3, T4….} is the set of transactions and I= {I1, I2, I3…….} is the set of items. 

 

Algorithm: 

Input: given a transactional database which contains m transactions m>=1 and each transaction contain some 

set of items. Maximum negative count (MNC). 

Output: frequent, infrequent and non present item sets (FI, IFI, and NPI). 

 

Method: 

//construction of a frequency table 

For each (t ϵ  T) 

{ 

For each (i ϵ  I) 

{ 

If (i ϵ  t)     

Return 1; 

Else 

Return 0; 

} 

} 

//finding frequent, infrequent, non present item sets. 

//Initialize FI, IFI, NPI. 

FI=Ɵ , IFI= Ɵ  and NPI=Ɵ  

For each (k-item set)    (1<=k<=n) 

{ 

If ((i1^i2^i3^i4^……….^ik)==0) 

Count=count+1; 

If(count==0) 

NPI= NPI Ṳ  {k-item set} 

Else if (count<=MNC) 

IFI= IFI Ṳ{k-item set} 

Else  

FI=FI Ṳ  {k-item set} 

} 

 

Explanation: 

Step1: consider the maximum negative count 

Step2: construct the frequency table corresponding to each item I in the given item set. This frequency table is a 

Boolean table in which the value of corresponding becomes one if it is in the given transaction in the given set 

of transactions otherwise if it is not present then the value corresponding to item becomes zero. For the given 

example the frequency table is given below. 

 

 T1 T2 T3 T4 T5 T6 

I1 1 1 1 0 0 0 

I2 0 0 1 1 0 0 

I3 1 0 1 0 1 1 

I4 1 0 0 1 0 1 

I5 0 1 0 1 0 1 

 

 Step3: identify the support counts of 1-item sets which can be obtained by counting the number of ones 

in each row in the frequency table. 

 

1-item set Support count 

I1 3(frequent) 

I2 2(infrequent) 

I3 4(frequent) 

I4 3(frequent) 

I5 3(frequent) 
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 Compare the support counts with maximum negative count.if the support is equal to zero then it is 

considered as non –present item set.if the support count is less than the maximum negative count then it is 

considered as infrequent item set otherwise the item set is frequent item set. 

 

Step4: perform the AND operation among the corresponding Boolean variables of transactions of item sets to 

find non-present, infrequent and frequent k-itemsets.in every time a new frequency table is constructed by its 

previous frequency table using AND operation. New frequency table for 2-itemsets constructed from the 

frequency table of 1-item sets. 

 

 T1 T2 T3 T4 T5 T6 

I1,I2 0 0 1 0 0 0 

I1,I3 1 0 1 0 0 0 

I1,I4 1 0 0 0 0 0 

I1,I5 0 1 0 0 0 0 

I2,I3 0 0 1 0 0 0 

I2,I4 0 0 0 1 0 0 

I2,I5 0 0 0 1 0 0 

I3,I4 1 0 0 0 0 1 

I3,I5 0 0 0 0 0 1 

I4,I5 0 0 0 1 0 1 

 

2-item set Support count 

I1,I2 1(infrequent) 

I1,I3 2(infrequent) 

I1,I4 1(infrequent) 

I1,I5 1(infrequent) 

I2,I3 1(infrequent) 

I2,I4 1(infrequent) 

I2,I5 1(infrequent) 

I3,I4 2(infrequent) 

I3,I5 1(infrequent) 

I4,I5 2(infrequent) 

 

3-item set Support count 

I1,I2,I3 1(infrequent) 

I1,I2,I4 0(non-present) 

I1,I2,I5 0(non-present) 

I1,I3,I4 1(infrequent) 

I1,I3,I5 0(non-present) 

I1,I4,I5 0(non-present) 

I2,I3,I4 0(non-present) 

I2,I3,I5 0(non-present) 

I2,I4,I5 1(infrequent) 

I3,I4,I5 1(infrequent) 

 

This process can be continued till all the k-item sets are found. This process is very efficient since with one data 

base scan we can find all the k-item sets. 

 

Experimental results: 

Experiments are conducted on synthetic dataset to study the performance of the proposed algorithm. The two 

synthetic databases termed as DB1, DB2are considered for the experiment purpose. The number of items and 

the number of transactions of these databases are shown in the following table. 
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 DB1 DB2 

Number of Items     

   
 

10 10  

Number of Transactions 1000 1500 

 

 Frequent Items Infrequent Items Non-Present 
Items 

Run Time(S) 

DB1 400 240 198 0.61 

DB2 475 255 163 0.66 

 

MNC Frequent Items Infrequent Items Non-Present 
Items 

Run Time(S) 

2 526 214 185 0.49 

3 491 289 178 0.48 

4 400 315 176 0.49 

 

 
 

 
 

 
 

VI. CONCLUSION 
 More and more researchers have realized the importance of infrequent patterns and non-present 

patterns with the increasing demands in the applications of anomaly detection, fraud detection, and medical field 

and also in marketing. The proposed algorithm is used to find the frequent infrequent and non-present item sets 

from large transactional data bases efficiently. This approach uses the AND logic. This method works with one 
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data base scan. In future this algorithm can be extended to find the frequent, infrequent and non-present item 

sets in weighted transactional data bases also. 
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