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Abstract: In radiographic images, many researchers have used conventional image processing techniques to detect and segment any defects, which could include cracks, porosity or inclusions. Usually, these methods do not take into account the contextual knowledge that is used by the experienced radiographer, and instead use standard image processing techniques. In this research, knowledge about the defects and the images are used to develop a much simpler image processing technique.

I. INTRODUCTION

One of the major areas of non-destructive testing is the inspection of welds, particularly in areas such as the oil and gas industry where pipelines contain thousands of welds. The inspection can take many forms, such as ultrasonic inspection, the use of eddy-current probes, and radiography, which could be x-ray or gamma ray. In the case of radiography, the data that is produced is in the form of images, and the role of the NDT technician is to inspect the images (on film or digitally) to detect the existence of any flaws, and to assess their size. The ability of humans to detect the defects may be affected by lighting, or due to a low level of expertise which can give different interpretations of the same defect. In an attempt to automate the process, previous research [1-5] has used a variety of image processing techniques, some of which rely on statistical data to find local thresholds. These image processing methods have been developed to work on general purpose images, and do not take into account the specific knowledge that an experienced operator would know when analysing images from radiography.

II. DEFECTS IN WELDS

The sort of defects that can be found in welds consist of cracks, trapped bubbles, cavities, and inclusions. Figure 1 shows some typical examples. Typically the aim of a radiograph is to get a good even contrast, so that defects that are large enough to be of concern will show up, usually as darker regions in the image. Since much of the image will not contain any defects, it is wasteful to have to apply complex image processing algorithms to the whole image. Therefore, a typical approach to this problem is to carry out a number of stages.

- **Elongated cavity**: Large, non-spherical cavity with its major dimension approximately parallel to the axis of the weld.
- **Burn-Through**: Produced by the excessive heat of the weld metal when penetration welding zone which leads to the emergence of areas burned in the form of dark spots.
The first stage would be to quickly scan the image to find if there are any areas that contain potential flaws. This would define "regions of interest" in which a flaw may exist. The second stage would be to isolate the flaw, and to identify all of the pixels that make up the image of a flaw. The third stage is usually feature extraction in which certain parameters of the flaw are extracted, in preparation for the final stage which is the identification and possibly measurement of the flaw. This paper is concerned with Stage 2 which is the identification of the pixels that belong to the image of the flaw.

III. METHODOLOGY

Previous research by the authors has shown that one way of detecting regions of interest in a radiographic image is by edge detection, using a Sobel or Canny edge detector\[6\]. Regions in which rapid changes in intensity occur will be identified as regions of interest, and an area around that region defined. That is the starting point for the work reported in this paper.

The aim in Stage 2 is to identify all, or as many, of the pixels that belong to the flaw. As already mentioned, any flaws in an image tend to be darker than the rest of the image. The first assumption would therefore be that a simple threshold would easily detect the flaw. The issue here is that of choosing the appropriate value of the threshold.

One option is to find a value of the threshold based on global information i.e. statistical information about the whole image. However, it is often the case that there is some local variation in the gray levels of the image because, for example, the image is of a pipe, in which case the object being tested curves away from the source of radiation, and is therefore darker at the edges. A threshold that is therefore able to pick out the flaw in one part of the image may also then pick out areas in other parts of the image where there are no flaws.

In this work use is made of the context of the image, knowing that there is a difference in the statistical variation in the horizontal direction and in the vertical direction. Because of the way that these images are taken, there tends to be a fairly constant gray level value in the horizontal direction, and a gradient from dark to light and then dark again in the vertical direction. Over the whole image there will be a statistical variation due to noise, which is assumed to be Gaussian and that this level of noise does not vary across the image.

This is illustrated in Figure 2a), where an image containing a flaw is shown. Figure 2b) shows two vertical cross sections, the first through part of the image where there is no flaw, and the second through part of the image containing the flaw. In the first it is fairly clear that the profile is a curve which has a low value at each end, and a maximum in the middle. Finally Figure 2c) shows horizontal profiles, firstly through part of the image where there is no flaw and secondly through the flaw. In the first it can be seen that the gray level is fairly constant (around 215) and that there is Gaussian noise. In the second profile the significant dip can be seen where the profile passes through the flaw.

IV. STATISTICAL THRESHOLD

Assuming that the noise throughout the image is Gaussian, then the distribution of the pixels would be expected to be a normal distribution, centred on a mean value and with 95% of the gray levels falling within ±2 standard deviations of the mean. Therefore, if the threshold is set to 2 x standard deviation below the mean, the flaw should be segmented, plus a small number of individual pixels.
Fig. 2. a) Examples image containing flaw; b) vertical profiles c) horizontal profiles.

The mean and standard deviation values used in the segmentation are calculated using neighbouring regions to the regions of interest. These neighbouring regions have no flaws, and therefore give the mean and standard deviation of the image background. When the row means in the neighbouring area is found, the result
is a similar profile to Figure 2b). Then, if a pixel value is less than 2 times the standard deviation below the mean value of the row, it is categorized as belonging to the flaw.

V. RESULTS

Previous research [1-5] has generally used far more complex image processing methods. Although these methods produce good results for many of the flaws, they generally are poor at detecting fine cracks. Figure 3 shows the results obtained using the method described in this paper. The first image shows that the method is good at detecting some of the easier flaws such as porosity. The second example shows how successful the method is at detecting the more difficult case of fine cracks. One additional feature was added, which was to remove any pixel which was classified as flaw, but which was an isolated pixel i.e. none of its eight neighbouring pixels were classified as flaws.
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Fig. 3. a) Examples image containing a porosity; b) fine vertical cracks

It can be seen that the flaws were well segmented and no other pixels were wrongly classified.

VI. CONCLUSIONS

The main approach to identifying the pixels belonging to the image of a flaw is to use some form of thresholding. The selection of an appropriate threshold is problematic. In this paper the approach has been to use the knowledge of the nature of radiographs to use a threshold based on the mean of the row of pixels, and the overall standard deviation. This has proven to be very successful, despite its simplicity, and is therefore a significant step in the direction of automating defect classification in weld radiography.

VII. FUTURE WORK

Having successfully segmented the flaw from the rest of the image, the next step is feature extraction and then classification. In order to achieve a good classification it is imperative that the segmentation contains as much of the flaw as possible, and that pixels wrongly attributed to the flaw are minimized. The algorithm presented in this paper appears to achieve this and has been successfully applied to a range of radiographic images. The features extracted are statistical, and include averages, moments, aspect ratios etc [7]. Once extracted the features are then fed into a linear support vector machine (LSVM) [8,9] for training and then
testing. So far, the success rate in classification has been as high as 82% correct. However, the aim of this research is to achieve over 90% correct classification, so there is still more work to be done.
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