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Abstract: The theory of Cloud computing has considerably changed the field of parallel and distributed computing systems. Cloud computing enables a wide range of users to access storage, hardware, software and any type of services in distributed, virtualized and scalable manner through Internet. Load balancing is a method to distribute request for SAAS, IAAS and PAAS from multiple clients to multiple computers connected in network to achieve optimal resource utilization. Virtualization maximize throughput in minimum response time, and avoid overload. With recent invention rather than investing lot on highly compatible server, why not to use cluster of computer which can be work as client as well as server when needed. Rather than single server facilitate all request a cluster of normal computer are used to serve request in efficient manner. With recent advent of technology, resource control or load balancing along with efficient energy usage in cloud computing is main challenging issue. A few existing scheduling algorithms can maintain load balancing and provide better strategies through efficient job scheduling and resource allocation techniques as well. Now there is a need for efficient and environment savvy algorithm to reduce carbon foot prints and to save energy. The objective of this paper to present environment savvy algorithm with effective resource utilization.
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I. INTRODUCTION

Load balancing is probably the most commonly used term for describing a class of processes that attempt to optimize system performance. System performance is optimized by attempting to best utilize a group of processing elements, typically a CPU, or storage elements, such as memory of disk, or some other resource that are interconnected in a distributed network. The process of Load Balancing may also be known as Load Sharing, Load Distribution, Parallel Programming, Concurrent Programming, and Control Scheduling. Although these processes can be quite different in their purpose, the processes all have a common goal. This goal is to allocate logical processes evenly across multiple processors, or a distributed network of processing elements, so that collectively all the logical processes are executed in the most efficient manner possible [1].

Figure 1: network-based load balancing

In below method the dynamic cloud computing environment is used, The intermediate node is used to monitor the load of each VM in the cloud pool. In this approach the user can send the request to the intermediate node. It is responsible for transfer the client request to the cloud. Here, the load is consider as in terms of CPU load with the amount of memory used, delay or Network load [2]
II. DIFFERENT LOAD BALANCING ALGORITHM

Round Robin Load balancing algorithm:
Round robin is a simple method of load balancing. In a cluster with three servers, round robin load balancing passes the first request to Server A, the second request to Server B and the third request to Server C, before starting over at Server A with the forth request. In figure 1, requests are generated by single client and spread across three different web servers by means of round robin load balancing. This method works well if all your servers are the same although this might not be good strategy if we are trying to balance load across different servers with different requirements. [3].

Equally Spread Current Execution Load Algorithm [4]:
In this technique load balancer spread the load of the job into multiple virtual machines. The load balancer maintains a queue of the jobs that need to use and are currently using the services of the virtual machine. The balancer then continuously scans this queue and the list of virtual machines. If there is a VM available that can handled request of the node/client, the VM is allocated to that request [6]. If however there is a VM that is free and there is another VM that needs to be free of the load, then the balancer distributes some of the tasks of that VM to the free one so as to reduce the overhead to the VM manager [7]. The load also maintains a list of the jobs, their size and the resources requested. The balancer selects the job that matches the criteria for execution at the present time. The working principle of ESCEL is shown below:
1. Find next available VM
2. Check for all current allocation count is less than max length of VM list allocate the VM
3. If available VM is not allocated create a new one.
4. Count the active load on each VM
5. Return the id of those VM.
6. The UMLoadBalancer will allocate the request to one of the VM
7. If a VM is overloaded then the UMLoadBalancer will distribute some of its work to the VM having least work so that every VM is equally loaded.
8. The data center controller receives the response to the request sent and then allocates the waiting requests from the job pool/queue to the available VM and so on.
III. PROBLEM DEFINITION

In load balancing algorithm when load increases the capacity of virtual machine than new virtual machine is created to serve the user request. If more request come than as per the need new virtual machine are created. In the existing cloud computing [5], if client requests are increases above 100%, then Load balancer is create a new virtual machine to serve the new request to manage the load. It will not merge the load of virtual machines into one if no more virtual machines are actually required. If suppose summation of newly created two virtual machine’s load is less than 50% then there is no need to keep two virtual machines for serving the requests, because only one virtual machine is capable to handle the load as per defined its capacity to handle that load. But in prevailing algorithm, more than one virtual machines are used to handle requests whereas there is no need to keep all one. So, it is just wastage of energy and resources as lightly loaded virtual machine will consume the same energy as it is consumed by fully loaded virtual machine.

IV. PROPOSED METHOD FLOW
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Figure 4: Proposed Flowchart
Our algorithm will start when there is a request from client in cloud server. In this algorithm first we check for one virtual machine to serve client request. If we do not have any virtual machine to serve client request than new virtual machine will be created. If there is one VM than the load balancer node check the CPU utilization if the CPU utilization is less than 100% then it will accept request otherwise VM load balancing Algorithm check for other virtual machine with less than max load or instantiates a new virtual machine on the compute node with the lowest utilization number.

The algorithm is to identify the reliable VM and process the client request. If there is more than one VM than check for load on all VM pairs. If the load of all VM pairs is < 50% than transfer the VM load in to any one VM which is less loaded. Then it will check pairs of VM load is <100% than check for less loaded VM and transfer request to that VM. If load of all VM is >100% than create new VM.

V. DETAILED LOAD BALANCING ALGORITHM-MODIFIED APPROACH

For each VirtualMachine VM: vm1, vm2, vm3, _ _ _ _ _ _ _ _ _ _ _ _ _ _ ; For each task request T: t1, t2, t3, _ _ _ _ _ _ _ ;

\[ \text{Maximum load handled by each virtual machine VM(max)} = 100\% \]
\[ \text{Set TimeDuration TD: Any Constant} \]

1. Begin
2. while \( T \neq \emptyset \) Do
3. select task Request(t)
4. if (vm < 1) then
5. create: vm1
6. allocate vm to request t
7. break;
8. elseif (vm1(load) < 100\%) then
9. allocate vm to request t
10. break;
11. elseif
12. check for all (vmi(load)<50) then // check load of each virtual machine
13. search vm with least load
14. merge all vm into one vm
15. if(vm<100\%) then
16. Allocate vm to request t
17. Else
18. Create new vm to serve request t
19. end
20. end
21. end while
22. End

VI. CONCLUSION

A Modified algorithm has been formulated for dynamics of a distributed computing system in the context of load balancing. Initially it will try to create new virtual machine if cpu is overloaded. If load increases on virtual machine it will create new virtual machine. When virtual machines start serving user request load on virtual machines decreases. Many times it happens that many virtual machines are running carrying very low load with them. Lightly loaded virtual machine can efficiently serve user request but it results into wastage of energy. Running many lightly loaded virtual machines consumes more energy than one fully loaded virtual machine. This is attributable to the fact that new dynamic load balancing policy achieves a higher success, in comparison to the previously used load balancing techniques in reducing energy consumption and efficient request handling. Our future work considers the implementation and evaluation of the complexity of the modified approach for load balancing.
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